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1 Introduction

This manual describes how to use the lightcurve simulatiahfater in theSNANAproduct. This code
was originally developed for the SDSS-IlI Supernova Suraey then it was modified to simulate and
fit SN la lightcurves for non-SDSS surveys. Current SN modetsude MLCS2k2 [1], SALT-11 [2],
SNooPy [3], stretch [4], and two-stretch[5].

The simulation is designed to be fast, generating a few ddigbicurves per second, and still
provide an accurate and realistic description of supertigigcurves. In particular, the simulation ac-
counts for variations in noise, atmospheric transmissaoa, cadence. The reliability of the simulation
is based on the accuracy of the “seeing conditions” thatrdesscthe seeing, sky-noise, zeropoints, and
cadence. The conditions file is easy to prepare post-supreicting the conditions file before the
survey is crucial to making reliable predictions for thehligurve quality. This simulation does not use
pixels or images directly, although it makes use of infoioragenerated from the images.

2 SNANABasics

From any DES or SDSS server at Fermilab, invokeSNANAproduct with the command:
> setup snana
This command defines a few useful global environment vagsbl

> echo $SNANA_DIR/
Isdss/ups/prd/snana/v8_04/Linux

> echo $SNDATA_ROOT/
/data/dp62.b/data/sn/data/

At non-FNAL sites, you will have to defineSBIANA_DIRand $SNDATA_ROO@s part of the installation.
The environment variableSBIANA _DIRpoints to the software that is accessible to everyone, bitg-wr
protected. TheSNANAdevelopers use a cvs repository to share code, and an updatadn is “cut”
(i.e, released) on occasion to provide a stable softwasarefor collaboratorsSNANA's re-released as
often as necessary (8 13), as bugs are fixed and improvenrentsagle. The current software version
isv8_04 as indicated by $NANA _DIR You will likely have a future software version when you read
this manual. If there is a problem with the current softwaeesion, you can fall back to an earlier
version with

> setup snana v3 03
The main source codes for the simulation and fitter are

> $SNANA_DIR/src/snlc_sim.c
> $SNANA_DIR/src/snlc_fit.car

The environment variableSPAIDATA_ROOpoints to the user area. Everyone has write privilege here,
so please be careful. The contents are explaineGNDETA ROOARAA README
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2.1 Dr. Evi-ABORT-Face

The SNANAsimulation and fitter programs have intensive error chegkimoughout the execution. If
anything looks fishy, the program will abort with a messagsking like

FATAL[get_user_input]: Cannot open input file :
'sim_BLABLA.input’

¢ Hu“lll

| ABORT program on Fatal Error.

While some of these aborts may at first seem frustrating, tregracial for catching bugs as early as
possible so that you don’t waste months (years) doing santetily.

2.2 Citations

While anSNANAcitation is always appreciated ([6]), please make surefeyeace any underlying work
that is used bypNANA Referencing the appropriate light curve model (81) is tlesiobvious example.
However, there may be other features to reference such a®thee of spectra for theiMSEDmodel,
survey efficiencies, host-galaxy correlations, etc ...df yead a published article and susp&gANA
usage with a missing reference, please contact the leadraand one of th&NANAauthors.



3 The Calibration + K-Correction file

Before running the simulaton or light curve fitting prograarfK-correction” file must be created. This
file contains

e filter transmissions.

native mag for each filter.

SED of the primary reference (i.e., AB, BD17, ...) and eachepNch.

zeropoint offsets (native- synthetic mags)

Optional AB offsets (to apply to data)

for rest-frame models requiring K-correction,

— K-correction tables vs. redshift, epodk;-warp.
— rest-frame magnitudes.
— Galactic extinction corrections.

The purpose of this file is two-fold: (1) collect the relevarformation in one file that can be used for
any model such as SALT2 or mlcs2k2, and (2) for K-correctigre-compute quantities that vastly
speeds up the simulation and fitting programs. Ryewarp parameter warps the SN SED to match
a grid of colors, and is used to quickly find the warped SN SE&1 thatches the observed colors.
Example kcor-input files are her8SNDATA _ROOT/analysis/sample_input_files/kcor

and the command to create a K-corr file is

kcor.exe myKcor.Input

3.1 HBOOK and FITS Format

The output file is specified by the kcor-input file KeQUTFILE: $outfile ,” although the legacy key
“OUTFILE_GRID_HIS: " is still supported. The original format is a collection oBE®OK histograms
using CERNLIB; this format is somewhat clumsy for mass storage, but caemerior making quick
plots. SinceCERNLIB support ceased in 2006, a newer FITS format is availablegsitD_21b ) that
does not depend dCERNLIB. The formats are specified by the extension of the outfiles™dr “.HIS”
for hbook and “.fits or “.FITS” for the fits format. One or bothitputs can be specified,

OUTFILE: mySurvey.his
OUTFILE: mySurvey.fits

Since the fits-format option is new (Jan 2013), we recommemeting both outputs and testing that
using either file gives the same result in the simulation atiddiprograms.

Lastly, theHFILE_KCORnamelist variable for thenlc_fit.exe program is still allowed, but we
recommend using the new&COR_FILE variable (it also has the same name as the corresponding
simulation key).



4 The SNANASimulation: snlc_sim.exe

4.1

Overview of Model Magnitudes and Noise Calculation

For a rest-frame model of supernova, suctMa€S2k2 or SNooPy, here is a brief overview of how the
simulation generates observed fluxes in CCD counts,

1.

o o M w DN

pick random luminosity parameter (e.§y, AM15) and random extinctior’,) according to mea-
sured distributions.

generate rest-frame light curvd; B,V,R, | mag vs. time.
apply host-galaxy extinction tdBV Rl mags.

add K-correction to transfortd BV RIto observer-frame filters.
apply Galactic (MilkyWay) extinction.

apply zero-points to translate generated magnitudeG@&D counts; this step account for atmo-
spheric transmission and telescope efficiency.

For an observer-frame mode such &sLT-11, steps 2-4 are replaced by a function that generates
observer-frame magnitudes.
The noise in the simulation is computed as follows,

0% = [F + (A-b) + (F - 6zp1)% + (G0 - 1074 ZFTee)2 1 67 ] SN (1)

where

F is the simulated flux in photoelectrons (p.e.).

Ais the noise-equivalent area given 2yt [ PSF(r,0)rdr] L.

b is the background per unit area (includes sky + CCD readout k-carent).

Ozpr is the zeropoint uncertainty.

0o is a constanELUXCALuncertainty, and ZPgk transformsdg into an uncertainty in p.e.
Ssnris an empirically determined scale that depends on the Istgrzose ratio (SNR)

Ohost IS from the underlying host galaxy.

The terms with hatsdp, 6zpT, Ssnr) may be difficult to compute from first principles, but theeents
can be determined empirically from fits that match simulatedertainties to those from the data. The
A b, 6zpT terms are discussed in 84.6. Tbg, égNR terms are discussed in 84.11. The host-galaxy
noise Ehosy is discussed in 8§4.18.



4.2 Getting Started Quickly

In this section, you should be able to start simulating bghtes in a few minutes. There are many
options that may take some practice to use properly. Thestiegtis to copy a sample input file to your
private area,

> cp $SNDATA_ROOT/analysis/sample_input_files/mlcs2k2 [sim_[SURVEY].input.

where[SURVEY] is one of the surveys for which a sample sim-input file is aldé. Edit the file and
change th&SENVERSIOName:

GENVERSION: CHANGE_ME

We recommend just adding your initials and/or project naméhat you do not over-write somebody
else’s files. Now you can run the simulation, for examplehwit

> snlc_sim.exe sim_SDSS.input

which should generated ten lightcurves using the MLCS2k2eahotihe next step is to modify the
input file to suit your needs. The input parameters are ialgrcommented within the source code;
for example, to get more information about tBENMAG_SMEA&yword,

> grep GENMAG_SMEAR $SNANA_DIR/src/snlc_sim.h
> grep GENMAG_SMEAR $SNANA_DIR/src/snlc_sim.c

will help you trace the meaning of this variable. All of thepurt options are defined in a structure
calledINPUTS in snlc_sim.h . Please report variables that are not commented, or that¢@vfusing
comments. Don't hesitate contacting other people famviidh snic_sim.exe . Some of the light
curve parameters are obscure (i.e, describing the disimibof extinction &A), and our best estimates
of these parameters can change. To reduce the burden oihgeadk of these parameters, defaults for
these obscure parameters are stored in the file

$SNDATA_ROOT/models/snlc_sim.defaults

If you simply ignore these obscure parameters in your inpei fihe “defaults” defined above will be
used in the simulation. You can modify any parameter by dafithe parameter explicitly in your
input file.

The simulated lightcurves are located iENDATA_ROQSEIM. Do NOT try ‘Is’ ! Instead, try
‘Is -d */ ' to see all versions. To avoid sifting through hundreds afsiens from multiple users,
| always useRK as a prefix for my versions, and therefore | can see my vessiath ‘Is -d RK*
Each simulated version is located in a sub-directory nanyegblnr version. Recall that you have full
write-privilege, so use caution. Each version has an aateated README file. If your version is
called ‘MYFIRSTSIM’, then do

> more $SNDATA_ROOT/SIM/MYFIRSTSIM/MYFIRSTSIM.README



which contains a list of all your simulation options. Thealdf format is FITS: one FITS file for the
header info with one row per SN, and a second FITS file with falhe light curves. Instead of FITS
format, you can generate a text file per SN with the optiBORMAT_MASK: 2(84.24). TheSNANA

fitting programs read both the FITS and TEXT formats. You canaglist of files with the commands

cd $SNDATA_ROOT/SIM/MYFIRSTSIM/
Is MYFIRSTSIM_SN*

or
more MYFIRSTSIM.LIST

4.3 Synchronizing Random Numbers

The simulation is designed to preserve the random numbeeseg when input parameters and options
are changed. This feature allows generating the exact s&agr8dshift, sky-coords, SN properties)
when making changes such as 8iBILIB , exposure time, mag-offsets, intrinsic smearing, and rhode
parameters. To ensure that different simulations are spnited to the same random numbers, use the
same random seeBANSEE[key) and verify that the following output to the README fileigentical:

Random Number Sync:
RANDOM SEED: 123459
FIRST/LAST Random Number: 0.181881 0.649706

Selection cuts may result in a different number of gener&ideé, and hence a different last random
number; in this case use t8S&VGEN_DUMBption (84.25.3) to verify the sync.

4.4 Simulating Type la Supernova

The simulation of Type la supernova involves the selectioone of the following models:

GENMODEL: mlcs2k2  # JRK 2007

GENMODEL: SALT2 # Guy 2007
GENMODEL:  snoopy # Burns 2010
GENMODEL: stretch  # stretch a template
GENMODEL: stretch2 # stretch pre- and post-max
KCOR_FILE: <kcor filename>

The lower-case models indicate that rest-frame magnitadegenerated and K-corrections are used
to transform into the observer-frame. Upper caSAL{T2) indicates that observer-frame magnitudes
are generated directly from the model without the need faoikrections. Th&COR_FILE must reside

in $SNDATA_ROOQOT/kcor, and must be specified for all models, even observer-framegefacsuch as
SALT2. AlthoughSALT2 does not use K-corrections, it uses the filter transmissiowes and primary
reference spectrum stored in ti€OR_FILE, and thus ensures that the same information is used for all
models that point to the santk€OR_FILE
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For each la model, there are parameters to control thelalisions of the SN brightness and color.
Default parameters are given BENMEAN xxx GENRANGE_xxandGENSIGMA xxxin the default sim-
input file:

$SNDATA_ROOT/models/snic_sim.defaults

wherexxx refers to the la model that is chosen. Since the extincégn profile is exponential instead
of Gaussian, théy profile is controlled by the parameteBENRANGE_A¥Nd GENTAU_AYwhere the
latter is the exponential slope. You can change any defauétmeter by adding it in your private sim-
input file or using the command-line override. Note that ¢henme twaGENSIGMA_xxxvalues to specify
a bifurcated Gaussian with peak GENMEAN_xxx The GENRANGE_xxxspecify parameter ranges to
avoid extreme or unphysical values.

Aside from the profile-parameters above, the SN model patesi&om the training reside in

$SNDATA ROOT/models/[mlcs2k2,stretch,SALT2_template s]

For mlcs2k2 , you can specify the default withGENMODEL: mlcs2k2”, or specify any option in the
Imlcs2k2  subdirectory. Th&ALT2 templates are fixed as of this version, but options may beadlai
later. For thestretch  andstretch2  models you must specify a template in the sim-input file with

STRETCH_TEMPLATE_FILE: <mytemplate.dat>

The simulation will first check if this file exists inSBIDATA_ROQMmodels/stretch; if not, then the sim-
ulation will check your current working directory. If thertgplate file cannot be found, the simulation
will abort.

You can adjust the rise-time for any model using the follay&m-input parameters:

GENMEAN_RISETIME_SHIFT: 2.3 # shift at -18 days
GENSIGMA_RISETIME_SHIFT: 0.6 0.6
GENRANGE_RISETIME_SHIFT: -4. 4.

In the above example, the rest-frame rise-time at each eijgdalereased by 3 x Tes/ 18 days with
a Gaussian sigma of 0.6 days, and shifts gastlays are excluded. The rise-time adjustments can be
used, for example, to generate a double-stretch model bhylaiimg two separate samples, each with a
different rise-time shift.

Finally, select the la integer-type-code with input keSNTYPE_la” (default la type is 1). For
example, the SDSS-II code for type lais

SNTYPE_la: 120

and this code appears in the header of each output data életladt SNTYPE:” key.

11



4.5 Simulating Non-la Supernova (I, 1b, Ic)

While the Type la light curve models are based on a paramegjtiateon or photometric templates, the
non-la models are based on smoothed light curves and spiectiplates. A spectral template can be
a smoothed average from an ensemble of observations, or@atentan correspond to a particular
(well-observed) supernova where a composite spectrumiigedao match the observed photometric
colors. Thesnlc_sim.exe  simulation is designed to take full advantage of both tygesraplates. In
addition to non-la SNe, this feature can be used to simuledelr la, theoretical models, AGN, or
any transient object.

There are two methods for generating non-la light curves

GENMODEL: nonla # (or nonla) rest-frame mag + K-correction
GENMODEL: NONIla # (or NONla) compute observer-mag from SED ( like SALT2)

The rest-frame ffonla ” model is useful if the SED has not been warped to match theophetry
of the corresponding light curve, or to accurately simuladst-galaxy extinction using CCM89 (i.e.,
specifyingRy and anAy distribution). A potential disadvantage of this methodhis heed to generate
many K-correction tables. The observer-franNONIA" model is useful if each SED has already been
warped to match the photometry of the underlying light curide observer-frame magnitudes are
computed directly from the SED the same way as for SALT2, anthct using the same software
tools. Since no K-corrections are needed, the user can fwihe SN la K-corr table to read in the
filters and primary reference. Startingw@t 84 host-galaxy extinction (froniy andAy) is computed
at Aobs/ (14 2), whereAgps is the central wavelength of each filter; this approximai®numerically
accurate to about 0.01 mag. For the remainder of this sedherinstructions apply to both tmenla
andNONIa options, except for brief mentions obnla K-correction tables.

A list of available non-la templates is given in

$SNDATA_ROOT/snsed/non1a/NON1A.LIST

As explained below, the user selects non-la templates tisenmteger indices in thBON1A.LIST file.
For the rest-frameonla option, a K-correction table is needed for each SED temgalatdescribed
in 84.5.1. As more non-la templates become availableN®M1A.LIST file and K-corrections will be
updated by the relevant experts. The simplest way to setectanfrom the sim-input file is as follows,

GENMODEL:  NONIA
NON1A: 0 1. # index and wgt

where specifying aiNDEX of zero is an instruction to use all available non-la (in GN1A.LIST file)
with equal weight. Inside each generated light curve file tbn-laINDEX is specified by SIM_NON1A:
INDEX”; the correspondingNANAvariable isSIM_NONZ1A(isn) , and the fitres-ntuple (ntid 7788) vari-
able is ‘honla.” Although this “all” option is convenient to quickly studwy-contamination using all
available non-la templates, it is not very convenient fanmalizing the individual types.

To specify normalizations and simulation parameters teaedd on the nonla type,

NGENTOT_LC: 1000
GENMODEL: NONIA # or NON1A or nonla

12



NONIA_KEYS: 5 INDEX WGT MAGOFF MAGSMEAR SNTYPE

NON1A: 2 02 00 1.2 2
NON1A: 3 02 -02 0.8 2
NON1A: 4 04 -06 0.9 3

Only the GENMODEBRrgument distinguishes upper and lower case; the other &éyse upper-case
NON1A Since the weightsWG7 are re-normalized to sum to unity, the first 1/4 of the getezté&&ENe
will use INDEX = 2, the second 1/4 will usé\DEX = 3, and the latter 1/2 will us?N\DEX = 4. The
keyword NGENTOT_LGspecifies the total number to generate, which is differeoinfNGEN_LCthat
specifies the number passing trigger & cuts and that areenrdtt to SNDATA files. The relativ&/GT
factors make physical sense onNGENTOT_LGs used to specify the statistics.

TheNON1A_KEY&re used to specify additional parameters that depend ahartgpe . MAGOFHks a
global magnitude offset applied to all passbands (i.e,vedemt to theGENMAG_OFF_MODEeyword),
and is used to adjust the average brightness of each nornd.aRgpSEDs that are normalized to have a
peak mag of zero (i.e., the Nugent templates) rather thahysigal units (erg/s/A/cR), MAGOFFmust
be used for th&lONIA option to get meaningful results. For thenla model the SEDs are used only
for K-corrections, and therefore the SED normalizationddoet matter. MAGSMEAR a Gaussiam
for global coherent magnitude fluctuations (i.e, equivatetGENMAG_SMEARand is used to simulate
intrinsic brightness variationsSNTYPEis a spectroscopic typing-index that appears aftelSINEYPE
keyword in the SNDATA files- In the above example, non-la indices 2 & 3 are both type Il Side,
they both geSNTYPE=2 Non-la index 3 is a different SN type, so it gets a differ8NTYPEvalue.
SNTYPE=1is always reserved for type la.

Additional parameters can be added to the software as ne®déudno keys specified, the default
is two keys:INDEX & WGT This default ensures that old sim-input files (i.e, fr&MANA v8_16 and
earlier) will work. Also note thatNDEX & WGTare required to be the first two keys in the list; if not,
the simulation will abort with an error message.

In this example, the end of tHREADMEile will show the statistics for each non-lHDEX as follows:

NONIA-SUMMARY vs. INDEX:

NGEN NGEN  SEARCH Rest Peakmag+19
INDEX(TYPE) written total Effic CID-range a b C d e
002 ( lin) 132 333 0.396 1-40333 170 187 211 230 252

004 ( IIL) 95 667 0.142 40334 - 41000 2.88 199 188 211 213

Note that the column undeNGEN total ” sums to the requested number of generated SNe (1000),
and the column undeNGEN written ” shows how many SNe pass trigger & selection cuts and were
thus written to SNDATA files. Thé&earch-Effic  , CID-range andRest-Peakmags are printed for
convenience. SNe with the saniNDEX are generated sequentially, and then the INREX is gener-
ated;i.e., the non-la indices are NOT randomly mix&the sequential generation ByDEX is done for
speed, and avoids re-initializing templates multiple sm# is therefore crucial to analyze tleatire
simulated sample in order to have the correct mixture of adypes.

LYou can set the la type with input kegNTYPE_la” (default la type is 1)
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4.5.1 K-correction Tables for Rest-Frame fhonla ” Option

To simulate a rest-frame non-la model that includes hokstxgaextinction, K-correction tables are
needed for each non-la SED. These K-cor tables are not iedludthe public $SNDATA _ROObecause
generating them for each survey would significantly incegh® size of the tarball to download. There
is an SNANAscript to automatically generate all of K-cor tables (ongdgper nonla SED) with the
appropriate names assumed by the simulation:

$SNANA_DIR/util/kcor_gen_nonla.cmd ,
where the usage instructions are at the top of the file. Natkthie first step is to

cd $NONIA ROOT/snsed/nonla/KCOR_GEN
where there are example kcor-input files for several surveys

If you do NOT specify &COR_FILE in the sim-input file (recommended default), then the défaul

K-correction file will be used automatically for each non®EX. If you specify aKCOR_FILE, then
this K-correction file will be used for all non-la indices.
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4.6 The 'SIMLIB ' Observing Conditions File

A user-generated®IMLIB ’ file 2 is needed to define the cadence, translate magnitudes into Q@ is¢
and to compute the uncertainty as described in Eqg. 1. As an@eathe start of th€IMLIB file for the
SDSS-II 2005 survey is shown in Fig. 1. The puldIbILIB files are located inSNDATA_ROQSimlib
and aSIMLIB file is specified in the sim-input file with the keyword

SIMLIB_FILE: SDSS2005_ugriz.SIMLIB

The simulation will first check YOUR current working direcyofor this file; if it's not there, then
snic_sim.exe  will check the public directory $NDATA _ROQ3imlib

A SIMLIB file is created by someone with knowledge of the telescopeoardrvation conditions.
There is a convenient utilitgNANA_DIRSsrc/simlib_tools.c , that you can use to create tBILIB
file in the correct format. This utility has a lot of error clk@ng to prevent you from accidentally
writing absurd values like a negative PSF. In principl&SIdELIB file need be created only once per
survey, although systematic studies may require mul§iieLIB s. If there are several exposures per
filter per night, the utilitysimlib_coadd.exe (812.3.2) will re-make &IMLIB with all exposures per
filter combined into a single effective exposure per night.

For a non-overlapping field, thé-IELD: " header should appear only once per MJD-sequence. For
overlapping fields, th€IELD key appears more than once as indicated in Fig. 1. You carategily
toggle between two fields, or simply list all the MJDs for oreddi(i.e, 82N) followed by all of the MJDs
for the other field (i.e., 82S); the MJDs need not be chrorioldgn theSIMLIB , as the simulation will
sort them internally. You can ignore ti#ELD key in theSIMLIB as well, in which case the SNDATA
files and analysis lose track of the field.

The simlib header values f&tA,DECL have units of degrees, tiXSIZE value is in arcseconds,
and MWEBY is theB—V color excess due to Galactic extinction. If MWEBYV is zerostis a flag for
the simulation to use the default dust map from [7].

Below is a brief explanation for each column in tB®ILIB file, along with references to terms in
Eq. 1,

1. S: or T: refers to Search (required) or Template (optional). Temeplaformation is used to add
sky noise that results from an image subtraction. Insteadatéiding template info, you could
simply increase the search-image skynoise or uségtendSsng terms described in 84.11.

2. IDEXPT: arbitrary identifier. You can set this to zero if you want. RIDSS, it glues together
the run and field numbers.

3. FLT: single character to specify a filter for this observation.
4. CCD Gain: Number of photo-electrons per ADU or DN.

5. CCD Noise: CCD read noise in photo-electrons, per pixel. This term is iismauch smaller
than the SKYSIG term below.

2«SIMLIB " is an abbreviation foSIMulationLIB rary.
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6. SKYSIG: Standard deviation of sky (including dark current), in AD&f ON) per pixel. See
§4.12 for noise calculation. You can optionally enter thgsgdk values per arcséby specifying
the simlib header key

SKYSIG_UNIT: ADU_PER_SQARCSEC

The simulated README file includes tf8XYSIG_UNIT value.

7. PSF1,2 and RATIO: The PSF is specified by a double-Gaussian wihidths (pixels) ofo; =
PSF1 andr, = PSF2.RATIO refers to the ratio at the origin, PSF2(origin)/PSF1(ar)giNote
that the default PSF unit is in pixels, not arcsec. You catooptly give the PSF values in the
more astronomy-friendly units of arcsec-FWHM by specifythg simlib header key

PSF_UNIT: ARCSEC_FWHM

The simulated README file includes tlRSF_UNIT value. These PSF values are used to deter-
mine a noise-equivalent ared in Eq. 1 and Eq. 6). If you have comput@drom the measured
PSF, then you can simply define PSEL/A/4mtand sePSF2=RATIO =0.

8. ZPTAVG: Zero point relating the source magnituas) o the CCD flux measured in ADU:
Flux(ADU) = 10" 04M-2PTAVG)

For example, ifFq is the flux (in ADU) for a point source with mag20, thenZPTAVG =

20+ 2.5l00;4(F20). Note thaZ PTAVG encodes information about the atmospheric transparency,
telescope aperture & efficiency, and the exposure time. Rpaen simlib file, the simulated
ZPTAVG can be changed globally or by filter as explained in 84.17.eNloat the zeropoint in
photoelectrons is given by ZBd= ZPTAVG + 2.51l0g,o(GAIN).

9. ZPTSIG: SeeGzpttermin Eq. 1.

A sequence of MJDs that span the survey constitutes one ienting SIMLIB , and the index “LI-
BID” labels each entry. AIMLIB can have one LIBID, or hundreds. Large-area surveys, ik S,
need hundreds of LIBIDs to properly sample the sky. A smahaurvey, like DES, may need just one
LIBID per pointing, and per season.

4.6.1 SIMLIB Options in the Sim-Input File

SIMLIB_IDSTART: nnn # start at LIBID nnn

SIMLIB_IDLOCK: nnn # use only LIBID nnn ; skip all others
SIMLIB_NSKIPMJD: n # use every 'n+l'th observation

SIMLIB_IDSKIP:  nnl # ignore LIBID nnl

SIMLIB_IDSKIP:  nn2 # ignore LIBID nn2 (add as many as you want )
SIMLIB_DUMP: 0 # dump summary of simlib

USE_SIMLIB_PEAKMJD: 1 # use peakMJD in header (if there)
USE_SIMLIB_REDSHIFT: 1 # use redshift in header (if there)
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SURVEY: SDSS FILTERS: gri

USER: rkessler HOST: sdssdp47.fnal.gov

COMMENT: ’'Extract random RA,DECL,MJD from MYSQL: year=200 5’
BEGIN LIBGEN Tue Apr 17 13:32:33 2007

#
LIBID: 1

RA: 26.430172 DECL: 0.844033 NOBS: 42 MWEBV: 0.026  PIXSIZE: 0.400
FIELD: 82N

# CCD CCD PSF1 PSF2 PSF2/1

# MJD IDEXPT FLT GAIN NOISE SKYSIG (pixels) RATIO ZPTAVG ZPTS IG
S: 53616.383 556600405 g 4.05 4.25 4.04 1.85 3.61 0.247 28.36 0.020
S: 53616.383 556600405 r 4.72 425 528 1.64 3.62 0.142 28.17 0.022
S: 53616.383 556600405 i 4.64 12.99 6.95 1.60 3.81 0.103 27.8 4 0.017
FIELD: 82S

S: 53622.395 558200552 g 4.03 545 4.09 1.58 3.31 0.107 28.45 0.018
S: 53622.395 558200552 r 4.89 4.65 5.00 1.46 3.55 0.065 28.15 0.028
S: 53622.395 558200552 i 4.76 10.71 6.43 1.53 3.65 0.075 27.8 5 0.029
S: 53626.359 560300625 g 4.05 4.25 4.40 1.83 3.50 0.282 28.24 0.020
etc ...

Figure 1: Header and part of first entry of tBRLIB file used for the SDSS-II survey.

More information about th€IMLIB_DUMP option is in 84.25.1.

17




4.7 Simulating Overlapping Fields

The simulation can handle overlapping fields, such as forSR&ES82N/82Soverlap, and the 20%
overlap of the LSST fields. Overlapping fields are specifietth@SIMLIB file by specifying theé=IELD
keyword as needed. Figure 1 above illustrates an overlapdeet the SDSS field82N and 82S
Note that overlapping fields make no sense if there is justsiméb entry per field with the position
selected at the (non-overlapping) center of the field. Teegete light curves in overlapping fields, the
SIMLIB should include many LIBID entries per field, where each LIBsCassociated with a random
RA & DEC. This mechanism accounts for dithering as well asataons within a field from Galactic
extinction and observing conditions.

If the fields are small and non-overlapping (e.g., SNLS)nthesingle LIBID per field, with the
RA & DEC at the center, may work reasonably well. Howevers gimlib will not probe variations in
Galactic extinction that can occur even on small anguldesca

The &SNLCINP namelist includes two FIELD-selection variables that wiankboth data and simu-
lations. First you can pick specific fields with

SNDFIELD_LIST = ‘fieldl’, 'field2’, 'field3’

By default all fields are analyzed when running the fittinggreon. The second option@JTWIN_NFIELD
so that you can select SN that overlap more than 1 field.

4.8 Simulating Multiple Instruments

SN photometric observations may come from more than oneum&nt, such as optical and infrared
observations. To simulate all of the light curves togetleach simlib entry can contain information
from multiple telescopes. The only caveat is the that tgleamame and pixel size must be re-defined
as illustrated in Fig. 4.8.

Since the default units for the noise (CCD and SKY) and the P8bath in pixels, théIXSIZE
value has no practical effect. However, when using optionék of arcsec (84.6), the corrddiXSIZE
values are important.
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LIBID: 4
FIELD: F4 RA: 0.50 DECL: -43.0 MWEBV: 0.008
TELESCOPE: CTIO PIXSIZE: 0.270 asec

NOBS: 120

# CCD CCD PSF1 PSF2 PSF2/1

# MID  IDEXPT FLT GAIN NOISE SKYSIG (pixels) RATIO ZPTAVG ZPTS IG MAG
S: 56249.039 1002 g 1.00 10.00 9190 1.93 0.00 0.000 33.02 0.0 20 99.
S: 56249.000 1003 r 1.00 10.00 151.40 1.49 0.00 0.000 33.29 O. 020 99.
S: 56249.008 1004 i 1.00 10.00 275.66 1.62 0.00 0.000 33.42 O. 020 99.
S: 56249.016 1005 =z 1.00 10.00 442.18 1.40 0.00 0.000 34.31 O. 020 99.
TELESCOPE: VIDEO PIXSIZE: 0.339

S: 56250.323 1006 Y 4.0 160.0 11422 109 0.0 0.0 3170 0.010 9 9.
S: 56256.033 1007 J 4.0 160.0 28214 1.16 0.0 0.0 3199 0.010 9 9.

Figure 2: Excerpt fron®IMLIB with two instruments: DES opticagj(iz) and VIDEO infrared Y J).
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4.9 Simulating Multiple Seasons

Multiple seasons can be simulated with a sepa3ielB file for each season, but this strategy requires
multiple generations and bookkeeping to generate a fultirsahson sample. An alternative is to
construct a singI&IMLIB file containing all seasons, either as separate LIBID enfoeeach season
or as long LIBID entries that each spans all of the seasoassye

For the latter option using a sing®MLIB for multiple seasons, there are typically long MJD gaps
with no observations, leading to inefficient generation. DMdasks can be specified in ti%MLIB
header, as illustrated here for the SDSS-II,

GENSKIP_PEAKMJD: 53710 53970 # skip the off-season
GENSKIP_PEAKMJD: 54070 54340 # idem

EachGENSKIP_PEAKMJkey must appear before th8EGIN LIBGEN' key, and it specifies an MJD-
range to ignore in the generation.

4.10 Simulating a Filter as a Sum of Components

There are some cases where the flux in a filter should be sietbist a sum of components in order
to avoid ambiguities in the zeropoint. Examples are rettdga in a UV filter, cross-correlation filters,
or a very broad filter. If the filter transmission for '0’ is tiseim of filter-transmissions 1+2+3+4, the
following SIMLIB entries are needed:

# CCD CCD PSF1 PSF2 PSF2/1

# MID  IDEXPT FLT GAIN NOISE SKYSIG (pixels) RATIO ZPTAVG ZPTS IG MAG
S: 56190.000 1000 O 1.00 10 10000 200 O O 1+2+3+4 0.020 99

S: 56190.000 1001 1 1.00 10 4763 235 0 O 3298 0.020 99

S: 56190.000 1002 2 1.00 10 9863 235 0 O 3233 0.020 99

S: 56190.000 1003 3 1.00 10 12263 235 0 O 3221 0.020 99

S: 56190.000 1004 4 1.00 10 14763 235 0 O 32.16 0.020 99

The ZPTAVGvalue for filter-0 is assumed to be ambiguous because it dispamthe magnitude of the
object (see below), and hence this entry is replaced by 1#+2+8 indicate that its flux is a sum of
filters that have well-determined properties. Filters O423ust all be defined in the usual way in the
kcor/calib file, and th&SENFILTERSkey must include these five filters. The MJDs for 012345 must be
exactly the same; if not, the simulation will abort. The SIMLentries for 1234 must be accurately
defined, and any reasonable values for ‘0’ are sufficienesihe filter-0 flux will get over-written with
the sum of fluxes from 1+2+3+4. The zeropoidg) for filter-0 is calculated to be

[
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wherem; are the simulated magnitudes in filter componentsl, 2 3,4, Z; are the user-determined
zeropoints in = 1,2,3,4, andMg is the simulated magnitude in filter-0. Note that for a coaddhave
m; = Mg and recover the usual expression for the co-added zeropoint

4.11 Global Noise Corrections (Optional)

Global noise-termég andSsnr (Eg. 1) can be specified in the simlib header. Bgeerm can be used
to account for additional noise from the SN-photomefBgNR is a global correction as a function of
the log of the signal-to-noise ratio, Igg SNR); this correction may be useful for PSF forms that are
highly non-Gaussian (e.g., in space), or as a global ceoresb that the simulated uncertainties better
match the those from the data.

FLUXERR_ADD: YJH 33 55 85 # sig O term for each filter

# Below is the S_SNR map,

# FILTs LOGI10(SNR) ERROR/ERROR(SNANA)
FLUXERR_COR: YJH -5.00 1.0000 1.0000 1.0000
FLUXERR_COR: YJH -4.80 1.0000 1.0000 1.0000
FLUXERR_COR: YJH -4.60 1.0000 1.0000 1.0000

FLUXERR_COR: YJH 0.40 11387 11719 1.1775
FLUXERR_COR: YJH 0.60 11368 1.1704 1.1751
FLUXERR_COR: YJH 0.80 11295 11611 1.1654
FLUXERR_COR: YJH 1.00 11189 1.1470 1.1512

BEGIN LIBGEN

For SNR values outside the map-range, the correction at th@nmax edge of the map is used. Thus
for the above map, SNR 10 results in corrections corresponding to the FistXERR_CORow.

To determinedy, plot the calibrated flux-uncertaintyrFEUXCAL_ERRTOT(or FLUXERRIn ntuple
7799) for both data and simulation; adding the besfrdiin quadrature to the simulated uncertainty
should match the measured distribution. It is recommendeazhéck the data-simulation comparison
in PSF bins. There is a utility in the SNANA fitting program ttalculates the noise analytically,
allowing a more direct comparison of the true uncertainttheouncertainty that would be computed in
a simulation. This feature is automatically enabled fobese-formatted data that includes the SKY,
PSF and ZPTAVG for each observation. See the SDSS data asaampkxof the verbose format.
The quantity ERRTEST the ratio of calculated-to-true uncertainty, is inclade ntuple 7799 for each
observation.

To determineSsnr, plot ERRTESTVS. log,o(SNR) and the construct theLUXERR_CORnap from a
polynomial fit or spline fit.

Finally, note that there are no SNANA utilities to constrtletse maps.
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4.12 Noise Calculation

Here is an analytic calculation of the noise from the sigmal sky-background. The error on the signal
(in photoelectrons) is simply/Npe. To get the error in observed CCD counts (ADU), we start by
relating the signal counts in ADU to the number of photoetats,

ANapu = Npe X G txSzp 3)

where Npe is the number of observed photoelectro@sjs the number of photoelectrons per ADU
(CCD gain), andszp is a scale factor applied to the signal so that the SN magaigiceferenced to the
template zeropoint. This factor i&p = 10°4ZR-2R) whereZR,; are the zeropoints for the search
and template runs. In cloudy conditiongp >> 1 because the signal is much smaller than it would
have been in the template run. If no template is given, gyen= 1. The error on the signal (in ADU)

is

0%(Napu) = Napu X G x Szp 4)

The sky-background error is computed from

Oskytot = Szp X \/A X (O-gkypix+ Egkypix) (5)

whereadgyypixis the search-run skynoise per pix@byypixis the template-run skynoisé, is the noise-
equivalent area in square-pixels, and the units are ADUrd tsea similar term for the CCD readout
noise per pixel (summed over the area), but it is left out rethis example.

Using double-Gaussian fit parameters for the PSF, in which are the PSF-sigma for the two
Gaussians, anlay » are the heights at the originthe noise-equivalent area is

A= ! _ Aet+dd) o (L+RO(I+RIMm)?
JPSP(r,0)rdrd6 1+ 4m20205(hy + hy)2 LR (1+m)2+ (1+R2rp)2]

(6)

where in the second stdfy = 02/01 andry = hp/hy. For a single-Gaussian PSk,— 0 for any value
of Ry, and the area is justr&?. For typical ground-based surve;9&$(4no%) ~ 1.5.

The rest of this section will perform an explicit calculatiof the noise, using an example from a
DES simulation. Here is the information for a random epoclaeandom simulated lightcurve:

3A double-Gaussian PSF with normalizatiG®SHr,8)rdrd® = 1 has 2uo?hy + 03hp) = 1
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PASSBAND: g r [ z Y
GAIN: 1.000 1.000 1.000 1.000 1.000 e/ADU
RDNOISE: 10.000  10.000 10.000  10.000  10.000 e-
SKY_SIG: 108.81  105.36 21758 378.84 848,53 ADU
PSF_SIG1: 1.500 1.500 1.500 1.500 1500 pixels
FLUX: 14707.89 12515.67 30756.55 28334.23 62748.97 ADU
FLUX_ERRTOT:  590.695 571.406 1170.485 2022.083 4518.783 A DU
FLUXCAL: 18.52 42.21 46.13 46.59 51.71  (x10"11)
FLUXCAL_ERRTOT: 0.986 2.403 2.385 3.683 4.141
MAG: 243311 234364 23.3402 23.3292 23.2160
MAG_ERRPLUS: 0.0569 0.0624 0.0565 0.0898  0.0892
MAG_ERRMINUS: 0.0569 0.0624 0.0565 0.0898  0.0892
ZEROPT:  34.7500 33.6800 34.5600 34.4600 35.2100
ZEROPT_SIG: 0.0350 0.0340 0.0350 0.0340  0.0350

For simplicity, note that the PSF is modeled as a single-8&ansand that the gain is unity. Now let's
compute that flux and noise foiband.

The measured flux (in ADU) and the calibrated flux (for lighiaufits) are given in terms if the
magnitude ify) and zeropoint4),

FLUX = 10—0,4(m—zi) _ 10—0.4(23.3402—34‘56) — 30755 ADU (7)
FLUXCAL = 107 %4M x10''=46.13 (8)

which agrees with the simulated values above. Since theigaimty, 1 ADU = 1 photoelectron (p.e.),
and the noise from signal-photostatisticeigy = /Npe = 1754 p.e..

To include the sky-noise, we use the following informatiooni the simulation library (see above
dump): SKYSIG= 217.58 ADU/pixel, PSFo) = 1.50,/pixels and 1 pixel is @7’ x 0.27". The effec-
tive aperture area i& = 41 x PSP = 2827 pixels. The total skynoise is thagyy = SKYSIG X VA=

115695 p.e. The total noise on the flux iBLUX_ERRTOT = , /0% + 05, = V1156942 + 17542 =

11702 p.e= 11702 ADU. The signal-to-noise ratio (SNR) is 3078370~ 26.
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4.13 K-corrections

For the stretch anMLCS2k2 models, K-corrections are needed in both the simulationthaditter.
K-corrections are applied using a technique very similathett used in [8, 1]. The basic idea is that
for each epoch and each pass-band, the spectral templaéepedvoy applying the CCM89 extinction
law with a variableAy; “ Ay-warp” is the value oA\, for which the synthetic color matches the color of
the rest-frame lightcurve. The K-correction is then deiesd from thisAy-warped spectral template.
Note that this method is model-independent and can theré@applied to any lightcurve model.

The K-corrections and synthetic magnitudes are NOT congjdaternally because this would result
in slow code, especially for the fitter. To speed up the cakiohs of these convolution-integrals, K-
corrections and synthetic mags are read from a lookup tavergted wittsNANA_DIR/bin/kcor.exe
Before running the simulation or fitter, the progréoor.exe must run, although it runs once and only
once until you need K-corrections that are not defined. Kdoe program reads a self-documented
input file such as

$SNDATA ROOT/analysis/sample_input_files/kcor/kcor_ [SURVEY].input

and then generates lookup tables as a function of redspificte and extinction parametéy. A
typical table binning is 0.05 in redshift, 1 day in rest-fraepoch, and 0.25 iAy; this binning is used
to store every user-defindd,y, and to store synthetic lightcurves for every user-definker fi

A linear interpolation routindetermines a K-correction for arbitranepochdy. A special func-
tion, GET_AVWARHinds the magi@y-warp parameter such that the warped spectral templatenkas t
same color as your lightcurve. The table formafERNLIBs HBOOKand is stored in

$SNDATA_ROOT/kcor

The subroutines that read and interpolate ikb@ tables are written in fortran, and are stored in
snana.car . The SNANAproduct includes a fortran librarylib/libsnana.a , Which allows C pro-
grams to use the fortran utilities. Tlegtern statements at the top efilc_sim.c  declare the fortran
functions used to lookup K-corrections.

4a double precision version @ERNLIBs FINT is used for multi-dimensional linear interpolations.
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4.14 Intrinsic Brightness Variations

There are six general methods to introduce intrinsic viemet that result in anomalous scatter in the
Hubble diagram:

# method 1: coherent variation in all epochs & passbands
# note: colors are not varied.
GENMAG_SMEAR: 0.1 # coherent mag-smear in all measurements

# method 2: independent variation in each passband (coheren t among epochs)
# that results in color variations

GENMODEL_ERRSCALE: 1.1 # scale MLCS peak-model error
GENMAG_SMEAR_FILTER: UBV 0.05 # and/or fixed smearing per f ilter
GENMAG_SMEAR_FILTER: RI 0.08 # and/or fixed smearing per fi lter

# method 3: Pick model name from specialized code in genSmear _models.c

GENMAG_SMEAR_MODELNAME: G10 # options are G10, C11, PRIVATE, NONE

# method 4: vary RV with asymmetric Gaussian distribution

GENMEAN_RV: 1.6 # location of Gauss peak
GENSIGMA_RV: 01 09 # lower,upper Gaussian-sigmas
GENRANGE_RV: 13 45 # gen-range for RV
# method 5: apply intrinsic scatter matrix (SALT2 only)
COVMAT_SCATTER_SQRT[0][0]:  0.10 ! mB  : sqrt(COV) = uncerta inty
COVMAT_SCATTER_SQRT[1][1]: 022 'x1 : sqrt(COV) = uncerta inty
COVMAT_SCATTER_SQRT[2][2]: 0.05 ! color : sqrt(COV) = unce rtainty
COVMAT_SCATTER_REDUCEDI[0][2]: 0.50 ! rho(mB,c) = COV/[si  g(mB)*sig(c)]
# method 6: function of wavelegth (SALT2 only); see text for d etails
GENMAG_SMEAR_FUNPAR: <SIGCOH> <A5500> <LAMSEP> <LAMBMASXTAU LAM> <TAU_DAY>
0. 0.

Note that methods 1&2 can be used together, as well as metl@gisHowever, methods 2&3 cannot
be used together. Methods 5-6 (scatter matrix) cannot béicad with any other method.

For rest-frame models, the argumenGENMAG_SMEAR_FILTEShould be a list of rest-frame filters;
for observer-frame models, the argument is a list of obseraene filters.

GENMAG_SMEAR_MODELNAM®&vs the most flexibility because this option allows forahitrarily
complex function to describe the smearing as a function ofeleangth. These functions are in a sep-
arately compiled modulegénSmear_models.c ) so that updates are relatively easy and so that these
functions can in principle be used in n@\ANAapplications. The models include a “PRIVATE” op-
tion so that anyone can quickly implement a model of intarsnearing by adding code to the blank
functionsinit_genSmear_private andget_genSmear_private . The “NONE” option can be used
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as a command-line override to turn off this option. While themearing models are functions of rest-
frame wavelength, there are two implementation modes ®8&tkdla models. The mode is controlled by
FLAG_GENSMEARat is internally initialized in the simulation. The firstoake is to properly include the
wavelength dependence, and this mode is currently set onihé& sALT-11 model. The second mode
is an approximation in which the smearing value\gts/(1+ z) is applied to the magnitude of the
entire passband, whehMgsis the central wavelength of the passband. This mode is sed$tframe
models (i.e.SNooPy, MLCS2k2). If/when the wavelength-dependent smearing is upgraoleebtk for
rest-frame model$;LAG_GENSMEARIll be modified accordingly.

Each element of the intrinsic scatter matrix (method 5) caeritered as a covariance, as an uncer-
tainty, or as a reduced covariance. It is recommended to entertainties for the diagonal elements,
and to enter reduced covariancesl(to +1) for the off-diagonal terms. This model-smearing option
currently works only for SALT2, but can easily be extendedtiser models as needed.

The function for method 6 is as followSIGCOHis a coherent scatter term that is added indepen-
dent of the other parameters. The wavelength-dependenispgast defined ai-nodes separated by
LAMSEPA with an initial phase of AMPHASEA. The 1o scatter magnitudeginag) at eachh-node Q) is

Omag = As500 X €XP—(An — 5500 /T)] x exp Trest/ Tday] (9)

whereT), = TAU_LAMandtgyay = TAU_DAY The last two zeros (7th and 8th params) are reserved for
future upgrades. After a Gaussian random scatter at eachiasélected, a continuous function\af
made by connecting the nodes with cosine functions thatrernkat the derivative is zero at each node.
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4.15 Search Efficiency

The simulation includes options to model the search effayienf the survey. The search efficiency
is broken into two parts: (i) image subtraction pipelined &) human efficiency that includes visual
scanning and spectroscopic targeting and selection. Sgplieieexamples of sim-input options will
be given at the end of this section. To ensure that your gstéine correct, it is recommended to always
check that the simulated redshift distribution matches ¢fithe data.

All of the default efficiency files are stored in the direct@§NDATA _ROOT/models/searcheff
and the file-name includes the name of the survey. Howevercga specify an efficiency file in your
private directory.

The image subtraction pipeline efficieneyyi, is based on software algorithms and therefore in
principle this part of the efficiency can be rigorously detared. The simplest specification of the
search efficiency is based on requiring a minimum number séplations with the sim-input keyword
“MINOBS_SEARCH: <MINOBS> The simulation parametrizes,nr as a function of signal-to-noise
(SNR) or magnitude in each filter. The motivation is that f&dde overlaid onto images during the
survey can be used to measure the efficiency curves. Exampésch type of efficiency curve (vs.
SNR and vs. MAG) are in

$SNDATA_ROOT/models/searchefflSEARCHEFF_PIPELINE_SD SS.DAT (vs SNR)
$SNDATA_ROOT/models/searcheffflSEARCHEFF_PIPELINE_HS T.DAT  (vs. MAG)

and one can add more files corresponding to different survdyso SEARCHEFHile is found, then
€subtr = 1. Warning: do NOT define both the SNR-based and MAG-basexlesftiy for a survey. For
ground-based surveys we recommend using the SNR-base@reffido properly account for varia-
tions in observing conditions. The sim-input keywo®EARCHEFF_PIPELINE_FILE: ” can be used to
specify any file with efficiency curves, and this option is fuséor testing and for efficiency curves
that vary with time during a survey. The simulation alwaysdks first if a file exists in your private
directory; if not there then the above directory is checked.

The aboveSEARCHEFRnformation tells us if a given epoch is detected in a paléctilter, but does
not specify if the supernova would have been discovered.diduvenyogic is defined for each survey
in the file:

more $SNDATA_ROOT/models/searcheffSEARCHEFF_PIPELIN  E_LOGIC.DAT
SDSS: 3 gr+ri+gi  # require 3 epochs, each with detection in tw 0 bands.
HST: 16 # require 1 epoch with detection in filter '6° = F850LP _ACS

where the first number is the minimum number of epochs reduaiad the second string defines the
logic for a single-epoch detection. In the above examples,SDSS discovery logic requires three
epochs, where each epoch has a detection in at least twotbféwegri filters. The HST discovery logic
requires a single detection in filter '6’. A detection is defirby theSEARCHEFF_PIPELINE_[SURVEY].DAT
files described above. The image-subtraction efficiencybeaapplied in the simulation, or the results
can be stored in the data files for future analysis: the cofibg APPLY_SEARCHEFF_OPiE discussed
below after the spectroscopic efficiency is discussed.
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The human/spectroscopic efficienegded cannot be rigorously computed since it involves human
decision making during the survey. TB&IANAsimulation parametrizesspecas an arbitrary function
of redshift and peak-magnitudes in each passband, and.84dégests how to determine this function
from the data and simulations. Rather than using an analyfbem for espes the simulated efficiency
is defined on a multi-dimensional grid of redshift, peak-magles and peak-colors. An example is
shown here,

$SNDATA _ROOT/models/searcheff/SEARCHEFF_SPEC SDSS.D AT

illustrating both the format and the default location. listfile does not exist for a particular survey
(i.e, “SDSS” replaced by your survey in the filename) tlagiec= 1. For each simulated Sl¥gpecis
determined from multi-dimensional (linear) interpolatiolf more than one grid is given the logical
OR among the efficiencies is used; this feature may be usefidses where different telescopes take
spectra for SNe in different magnitude ranges. It is impurta note thagspec= O outside the red-
shift/magnitude range given by the grid. This feature aawing different telescopes to cover different
magnitude ranges, but be careful that very bright SNe caa fig¥.= 0 if the magnitude range is not
wide enough at the bright end. To avoid mistakenly losing V&ight SNe, we recommend adding an
artificial grid with 100% efficiency for low redshifts; this the first grid-map in Fig. 3.

Fig. 3 below illustrates a spectroscopic-efficiency gridnathree tables. The first table ensures
100% efficiency for redshiftz < 0.1. The second table describes the efficiencyr foand magnitudes
below 22 and the last table defines the efficiencyifband magnitudes above 22. The second map
depends on the absolute peakand magnitude and tlge—r color at peak. The 3rd map depends on
thei-band magnitude and redshift, and applies only for the fielsheéd 'DEEPFIELD’: the 'FIELD’
option allows for field-dependent maps. There essentiallyoi limit to the complexity: for example,
one could defineNVAR: 77 and “VARNAMES: g r i g-r r-i REDSHIFT SPECEFF ” assuming that
such a function could be determined. A list of valdRNAMESs shown in Fig. 4.

In principle there is just one function of redshift and pea&gnitudes to describe the spectroscopic
efficiency. In practice, however, this efficiency can dependhe particular SN model for two reasons.
First is an overall magnitude offset between different SNdels. The second reason is that asymmet-
ric (dim-side) tails in the stretch and color distributiomsly not be properly modeled. To correct for
the first case there is a sim-input parametdAGSHIFT_SPECEFF: <shift> " to shift the peak magni-
tude used to determirgpec= 0 from the grid-map. The second problem can be fixed only bygusi
distributions with appropriate tails.

For each simulated SN la, the search algorithm is evaluapdrately for the image-subtraction
and spectroscopic efficiencies. Random numbers are cothpgegnst the efficiencies to determine
which epochs/SNe are selected. The results of these twohsalgorithms are stored in a bit-mask in
each data file, with the following possibilities:

SIM_SEARCHEFF_MASK: 1  # detected by image-subtr; failed sp ec follow-up
SIM_SEARCHEFF_MASK: 2  # failed image-subtr, passed spec fo llow-up
SIM_SEARCHEFF_MASK: 3  # detected by both image-subtr & spec follow-up

28



Note thatSIM_SEARCHEFF_MASK 2 corresponds to an unphysical case since it is unlikely ta gpec-
trum of a SN that was not identified by the image-subtractipelme. Although the search efficiencies
are always evaluated, the user has the option to apply tiffeserecies in the simulation, or to write out
all simulated SNe and use tB&8M_SEARCHEFF_MASFoOr further investigation. The following sim-input
keys control trigger selection:

APPLY_SEARCHEFF OPT: 0 # keep all SNe (default)
APPLY_SEARCHEFF OPT: 1 # keep SN if software trigger passes
APPLY_SEARCHEFF OPT: 3 # keep SN if software and spec trigge rs pass

When “APPLY_SEARCHEFF_OPT: 3is set, thenSIM_SEARCHEFF_MASK=8or all SNe because those
that fail either of the search criteria are rejected. SgttilPPLY_SEARCHEFF_OPT: "lresults in SNe
with SIM_SEARCHEFF_MASK=&nd 3; i.e., SNe with and without spectroscopic confirmatiear the
unconfirmed SNe, i.e., those wiBiM_SEARCHEFF_MASKs1lthe default redshift is assumed to have
the same precision as for the confirmed SNe, presumably frowmsigalaxy spectroscopic redshift.
However, a redshift-dependent fraction of unconfirmed spscopic (host-galaxy) redshifts can be
specified with

UNCONFIRMED_SPECZ_FRACPOLY: PO P1 P2,

resulting in an unconfirmed spec-Z probability of P@ x P1+ 72 x P2. The default values are P11
and P2=P3= 0. Note that this option can be used even if there is no hdagaimulation (84.18).
For unconfirmed SNe that have no redshift information, tlisingt error is set te-9; this value flags
the photo-z fitting optio®®PT_PHOTO0Z=785.10) to ignore any redshift-prior information.

To keep track of the trigger selection in the analysis, trerdeefficiency mask SIMEFMSK ”
can be added asSAMGEN_DUMPariable (84.25.3) and it appears in the analysis ntuple2®.
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Figure 3: lllustration of spectroscopic efficiency format the SNANAsimulation.

# TABLE 1 -- ensure 100% eff at low redshift

NVAR: 2

VARNAMES: REDSHIFT SPECEFF
SPECEFF: 0.0 1.00
SPECEFF: 0.1 1.00

# TABLE 2 -- 4m telescope
NVAR: 3
VARNAMES: g-r r SPECEFF # can add comments here
SPECEFF: -05 18.0 1.0
SPECEFF: -05 20.0 0.6
SPECEFF: -05 22.0 0.3
SPECEFF: +0.5 18.0 0.2
SPECEFF: +0.5 20.0 0.08
SPECEFF: +0.5 220 0.02

# TABLE 3 -- 8m telescope
NVAR: 3
VARNAMES: REDSHIFT i  SPECEFF
FIELD: DEEPFIELD
SPECEFF: 0.0 220 1.0
SPECEFF: 0.0 240 0.66
SPECEFF: 0.0 26.0 0.31 # can add comments here
SPECEFF: 0.5 220 0.22
SPECEFF: 0.5 240 0.14
SPECEFF: 0.5 26.0 0.022

Figure 4: ValidVARNAME$0 describeespes

* any filter; i.e, g ri

* any color; i.e, @-r @i
* REDSHIFT

* PEAKMJD

*

DTPEAK (closest T-Tpeak; can be pos or negative)
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Below are a few examples of sim-input settings. First, touate a spectroscopically confirmed
sample using private search-efficiency files,

APPLY_SEARCHEFF_OPT: 3 # apply all search efficiencies
SEARCHEFF_PIPELINE_FILE: TESTEFF_PIPELINE.DAT # privat e file
SEARCHEFF_SPEC_FILE: TESTEFF_SPEC.DAT # private file

To simulate a mix of confirmed and unconfirmed SN la, and toutate&specUsing peak-magnitudes
shifted by 0.1 mag,

APPLY_SEARCHEFF_OPT: 1 # software trigger only
UNCONFIRMED_SPECZ_FRACPOLY: 1 0 -05 # PROB(specZ) =1 - z"2/2
MAGSHIFT_SPECEFF: 0.1 # applied to SPEC-EFF calc only

Lastly we recommend putting measured efficiency files in tidip area
$SNDATA_ROOT/models/searcheff

4.15.1 Determiningespec

Since there is no rigorous method to determggge; one must essentially start with a guess at the
functional form and fit for parameters such as an exponesiipgle or power law. The spectroscopic
efficiency must have the formsped z, M, E), wherez is the redshiftm are the peak magnitudes and
E are efficiency-function parameters to be determined. Nexieate a large simulated sample that
includes the pipeline efficiency (i.APPLY_SEARCHEFF_OPT: Jand the same selection requirements
that are applied to the data. The last step is to fiEdry minimizing

X? = [(Noata' —Nsiu' x Eoespedz M. E))/07] (10)

whereEy is an overall scale such that the integrated data and siionllaave the same statistiéss an
index over bins, and; is the statistical uncertainty on the data. The bins canr@lgiredshift bins,
or multi-dimensional bins of redshift and the peak magre{(s)l We suggest starting with the simple
case of redshift bins, and trying more complex binning orflyhe simple case is not adequate. After
determiningE from the fit, it is important to check data-simulation conipans on distributions of
other quantities, namely the fitted stretch and color patarae
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4.15.2 Legacy Spectroscopic Efficiency Options

Here we discuss some older (legacy) features to analyticaltulate the spectroscopic efficiency. We
recommend switching away from these methods and usingfibeeaty grid-map that has no analytical
limitations.

SPECTYPE:
# EFF = EFFO * (1-x"EFFEXP), x=(PKMAG-MAGMIN)/(MAGMAX-MAX MIN)

FILT EFFO MAGMIN MAXMAG EFFEXP ZERR
SPECTYPE: r 040 16.0 215 5 0.005
SPECTYPE: i 040 215 235 6 0.005

gives the magnitude ranges and efficiency functieypee= €0(1 — x")) for each filter. The factors
1—x>8 cause a sharp efficiency roll-off near the magnitude limytgbfinition,espec= 100% atMAGMIN
and zero aMAGMAXFor a given filter, a spectroscopic type is given (iSNTYPH if the calculated
EspeciS larger than a random number between 0 and 1. The logicais@iken when multiple filters
are specified. For a spectroscopically typed SN, the meddiiee, smearedREDSHIFT_FINAL is
determined fronZERRabove. For un-typed SNENTYPESs set to—999. Unless the BLINDING option
is selected (84.24.4), tIf8M_NONlaindex always appears regardless of whe®MTYPEis set.

As described in the previous section, the k&YCONFIRMED_SPECZ_FRACPOt&n be used to de-
termine the fraction of unconfirmed SNe that have a precisetspscopic (host-galaxy) redshift.

HUMAN_SEARCH_OPT: The simulation allows fogspecto be defined as an exponential function of
redshift or “magdim” (Mgim), whereMyim is the relative intrinsic brightness of a SN la. RdéitCS2k2,
Mgim depends ok andAy: for SALT-11, Myim depends ony andc: The exponential parameters for all
surveys are defined in the fillUMAN_SEARCHEFF_V3.DAM the same directory as the other efficiency
files. The option is specified in the sim-input file witHUMAN_SEARCHEFF_OPT: <opt>
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4.16 Selection Cuts

Although selection cuts are usually applied with the fittprggram (8 5) or some external program,
the simulation allows for some basic selection cuts. Thasufee is particularly useful, for example, to

simplify and speed up the generation of a large efficienay, gmd to estimate rates. The global flag to
implement the CUTWIN_XXXXselection criteria is

APPLY CUTWIN_OPT: 0 # => ignore selection cuts (default)
APPLY CUTWIN_OPT: 1 # => implement selection cuts
APPLY_CUTWIN_OPT: 3 # => apply cuts to data files; NOT to SIMG EN_DUMP

For option 1 the selection cuts are applied to both the das &hd to the entries in tf8#MGEN_DUMP
file (84.25.3). The last option (3) is useful for keeping kaxdf absolute efficiencies. In this case,
“CUTMASKshould be include among tHMGEN_DUMRariable list to tag which SNe have data files
written out.

A list of available cut-commands are as follows:

EPCUTWIN_LAMREST: 3000 9500 # cut-window for <lamobs>/(1+ 2)
EPCUTWIN_SNRMIN: +3 1E8 # min SNR for each observation
CUTWIN_TRESTMIN: -19 -5 # at least 1 epoch before -5 d (rest-f rame)
CUTWIN_TRESTMAX: +30 +80 # at least 1 epoch past +30 d
CUTWIN_TGAPMAX: 0 20 # largest Trest gap (days)

CUTWIN_TOGAPMAX: 0 10 # largest Trest gap near peak (days)
CUTWIN_NOBSDIF: 6 999 # Number of obs passing MJDDIF cut
CUTWIN_MJDDIF: 0.4 999 # NOBSDIF++ if this much later than la st MJD
CUTWIN_NEPOCH: 7 +5 # require 7 epochs with SNR>5
CUTWIN_SNRMAX: 10 griz 1 -20 60 # SNR>10 for at least 1 of griz f ilters
CUTWIN_SNRMAX: 5 griz 3 -20 60 # SNR>5 for at least 3 of griz fil ters
CUTWIN_SNRMAX: 5 griz 3 0 60 # idem, but after max

CUTWIN_SNRMAX: 5 ri 2 -20 60 # r & i must each have SNR > 5
CUTWIN_MWEBV: 0.0 0.1 # Galactic E(B-V)

CUTWIN_PEAKMAG: 10 27 # any filter-peakmag between 10 and 27

Each cut-command can be specified in the sim-input file, aruisie command-line override (§812.2.1)
without the colon. AnyCUTWIN_XXXhat is not specified results in no cut. The cuts beginning wit
EPCUTWINapply to every epoch (observation), and only measuremeassimg thes&€PCUTWIN_XXX
requirements are used to evaluate cuts on global light comeperties. CUTWIN_NEPOCkhcludes its
own SNR requirement; thus you could s&PCUTWIN_SNRMIN: -5 1E8 so that all measurements,
regardless of SNR, are used for cuts TRESTMIN TRESTMAXand TGAPMAXwhile still requiring 7
observations to have SNIR5.

Multiple CUTWIN_SNRMAMquirements can be specified. Note that this cut requirestaic num-
ber of passbands to have a minimum SNR value, but does nafyspadch bands. For the example
above, CUTWIN_SNRMAX: 5 griz 3 -20 60 " is satisfied if the maximum SNR is 5 for eithergri,
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grz, giz, orriz. You can require SNR cuts for specific filters as illustratedvee with “CUTWIN_SNRMAX:
51 2 -20 60 ”; this requires bothr andi to have a measurement with SNFS.

TheTGAPMAXequirement applies to observations between the |GRESTMINand uppefFRESTMAX
cuts; i.e.,—19 to +80 days in the example above. THR@GAPMAXequirement applies to observa-
tions near peak, meaning that the gap must overlap the raetgeeén the uppeFRESTMINand lower-
TRESTMAXuts; i.e.,—5 to +30 days. In this example, a gap defined-b¥2 to —6 days is included
in the evaluation of th@ GAPMAXut, but not in thefT0GAPMAXut. Gaps of-6 to +2 and+20 to+35
days are included in the evaluation of both cuts. A gap-810 to +85 is ignored for both cuts.
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The generation and cut-selection statistics are printédteagnd of the sinREADMHile (8 4.2). Here
is an example when selection cuts are applied, while thekedficiency is not:

Generation Statistics:
Generated 250 simulated light curves.
Wrote 100 simulated light curves to SNDATA files.
Rejection Statistics:
1 rejected by GEN-RANGE cuts.
0 rejected by SEARCH-TRIGGER
149 rejected by CUTWIN-SELECTION
SEARCH+CUTS Efficiency: 0.402 +- 0.031

An efficiency grid can be quickly computed by looping over tfaiables of interest (redshift, SN
brightness, etc ) and usimggep “SEARCH+CUTS” to extract the efficiencies.

The number of generated events is specified by the keywd@®EN_LC: 1007, which instructs the
simulation to generate 100 lightcurves that pass the SEARRHKSGER & CUTWIN-SELECTION.
To prevent an infinite loop when the efficiency is (acciddgjaero, specify

EFFERR_STOPGEN:  0.001 # stop sim when effic error is this sma Il

so that the simulation will stop gracefully after genergtinO00 lightcurves that all fail cuts. To avoid
unwanted program exits, make sure thatEREERR_STOPGEMalue is much smaller than the expected
efficiency.
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4.17 Varying the Exposure Time/Aperture/Efficiency

For testing future (i.e, non-existent) surveys, the expgsunes can be varied relative to that of the
SIMLIB, and avoids the need to create a new SIMLIB for eachusaqge of exposure times. The
sim-input syntax is

EXPOSURE_TIME: 2.0 # global increase for all filters
EXPOSURE_TIME FILTER: g 3.0 # x3.0 more exposure in g-band
EXPOSURE_TIME_FILTER: r 4.6 # x4.6 more exposure in r-band
EXPOSURE_TIME_FILTER izY 8.0 # x8 more exposure in izY bands

Since the globaEXPOSURE_TIMEnultiples the filter-dependent exposure times, the net &xmgoetime
increase for the above example is 6 and 9.2g@ndr, respectively, and 16 for thieY filters. The
default exposure-time increase is one.

This option is equivalent running each exposure longer kysiecified amount, or increasing the
aperture or efficiency. Technically, the simulation doesfthllowing for each filter:

ZPT(SIMLIB) -> ZPT + 2.5*LOG10(EXPOSURE_TIME)
SKYSIG -> SKYSIG * sqrt(EXPOSURE_TIME)
CCDNOISE -> CCDNOISE * sqrt(EXPOSURE_TIME)

The changes in thePT andSKYSIG are unambiguous for a givéeiXPOSURE_TIMEbut theCCDNOISE
should not change if thEXPOSURE_TIMES assumed to increase the efficiency without increasing the
number of times that the CCDs are read out. There is an opti@kmeacontrol which parameters to
modify,

EXPOSURE_TIME_MSKOPT: 7 # bits 1,23 => ZPT, SKYSIG, CCDNOI ST

The default is to modify all three SIMLIB parameters. To nfgdiPT and SKYSIG while leaving the
CCDNOISHixed, set EXPOSURE_TIME_MSKOPT: "3
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4.18 Simulating the Host Galaxy
Starting withSNANAv9 _30G there is a host-galaxy package designed to simblat®liowing effects:

e select host galaxy based on arbitrary user-function of pasgterties.

¢ shift SN magnitudes (coherent for all epochs and wavelemdthsed on arbitrary user-function
of host properties.

e host-galaxy photo-Z to use as a photoZ fitting prior (8 5.10)
e select random SN location (near host galaxy) weighted biasearbrightness.
e host-galaxy contribution to [SN] Poisson noise at each kpoc

The host-galaxy information is stored in a library, hereailenoted HOSTLIB". An example
HOSTLIB is shown in Fig. 5. This self-documented file gives the nundiesariables describing each
host N\VAR and a list of descriptiveVARNAMES There are two mandatory variableSALID andZTRUE
the simulation will abort if either variable is missing. ThtegerGALID must be the first element, but
ZTRUEcan be anywhere on théARNAMESist. The library need not be sorted BTRUEsince the
simulation internally sorts the library by redshift.

In principle aHOSTLIB needs to contain onl@ALID andZTRUE but such a library would not be
useful to simulate interesting effects. The remainWARRNAMESn Fig. 5 are optional, and control
what kinds of effects can be simulated. TZRHOTandZPHOTERReys give the externally-computed
photometric redshift, and “[filt] _obs” are the observestfre galaxy magnitudes needed to compute the
noise. The galaxy shape is described by an arbitrary sumrsicSarofiles. The galaxy size is defined
by VARNAMES

a0_Sersic - a9 _Sersic
b0_Sersic - b9 _Sersic ;

these are major- and minor-axis half-light sizes (arcsdspfor up to 10 Sersic components. There
are two options for defining the the Sersic ina@xSersic - n0_Sersic . First, the Sersic index can
be included as one of thHARNAME&s done witm0_Sersic  in Fig. 5. This option allows a different
Sersic index for each host galaxy. The second option is taeleffixed Sersic index after tNRNAMES
list as done witm4_Sersic  in Fig. 5; this same value is used for each host galaxy. Comynaséd
Sersic indices are = 0.5, 1,4 for Gaussian, exponential and deVaucouleurs, respéctive

Finally, the weight W0_Sersic " give the flux-ratio between this component and the total.fllixe
weightw4_Sersic need not be given sinag, = 1 —wp. Finally “a_rot ” is the rotation angle of the
major axis w.r.t. the RA coordinate.

The next set of keys in Fig. 5 describe the optional weight mbpthis example, galaxies are
weighted by the absolute r-band magnitude, and the SN Iméghstis also adjusted according to the
absolute galaxy mag. The weight map can be a function of MARNAMESf no weight map is given
the simulation will assign a weight of unity to each host gglaAfter the optional weight map, the
NVARparameters for each galaxy must follow@AL:” key.
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Figure 5: ExampleiosTLIB for the SNANAsimulation.

NVAR: 25

VARNAMES: GALID RA DEC u_obs g_obs r_obs i obs z_obs Y_obs
u_ABS g ABS r ABS i ABS z ABS Y ABS ZTRUE ZPHOT ZPHOTERR
a0_Sersic b0_Sersic n0_Sersic w0_Sersic
a4 _Sersic b4_Sersic a_rot

nd_Sersic. 4

NVAR_WGTMAP: 1
VARNAMES_WGTMAP: R_ABS
# R_ABS WGT dSNMAG
WGT: -25.0 1.2 -0.05
WGT: -23.0 1.0 -0.05
WGT: -21.0 0.8 -0.05
WGT: -19.0 0.6 +0.05
WGT: -17.0 04 +0.05
WGT: -15.0 0.2 +0.05

GAL: 384519 -24.701300 -42.860699 99 21.265400 20.194201 1 9.764299 19.543
19.419901 99 -18.6369 -19.3917 -19.7638 -19.9781 -20.0809 0.226236
0.226236 0.595291 0.441795 241.220139

GAL: 387438 -24.703699 -42.855801 99 20.922899 20.2365 19. 9093 19.820499
19.744301 99 -18.811199 -19.264799 -19.553499 -19.6514 -1 9.7331 0.226407

0.226407 0.610256 0.427152 194.591675

GAL: 389400 -24.667601 -42.896099 99 20.3599 19.2935 18.80 2500 18.4839
18.329599 99 -19.5123 -20.3393 -20.7794 -21.0847 -21.2220 99 0.226327

0.226327 0.800331 0.694809 241.607605

GAL: 392965 -24.750099 -42.897598 99 21.9799 21.083 20.694 300 20.508499
20.399099 99 -17.836000 -18.4713 -18.815201 -18.997801 -1 9.0954 0.226194
0.226194 0.844543 0.694027 202.914688

etc ...
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The host-galaxy selection starts by finding a “n2asubset of host galaxies withitt0.01 of the
SN redshift. A random host among this neasubset is picked based on the weight mapd@sTLIB
should have adequate statistics to densely cover the fedshge and parameter space used by the
weight map.

The followingHOSTLIB options can be set in the sim-input file (or via command-limerode):

HOSTLIB_FILE: DES.HOSTLIB # required

HOSTLIB_WGTMAP_FILE: TEST.WGTMAP # optional (default=BL ~ ANK)
HOSTLIB_MAXREAD: 10000 # optional (default=billion)
HOSTLIB_MXINTFLUX_SNPOS: .999 # optional (default=.99)
HOSTLIB_MSKOPT: 8 # optional (default=0)
HOSTLIB_GENRANGE_RA: XXX Yy # optional (default=-999 to + 999)

HOSTLIB_GENRANGE_DECL: xxx yyy # optional (default= -999 t 0 +999)
# debug options

HOSTLIB_GALID_FORCE: HiHt # optional forced GALID
HOSTLIB_FIXRAN_RADIUS: ### # optional fix radial random n umber (0-1)
HOSTLIB_FIXRAN_PHI: ##H # optional fix phi random number ( 0-1)

Only theHOSTLIB_FILE key is required, while the other keys are optional. Ideallysarveys would
use the samelOSTLIB_FILE, but in practice each survey will have its omtoSTLIB with a specific
focus. Also note that there is no standard method for crgaimosTLIB. The optionaWGTMAP_FILE
overrides the default weight map embedded in WiwesTLIB file. For very largeHOSTLIB files, the
MAXREAIkey may be useful to reduce the initialization time or limiemory usage. The next option
(MXINTFLUX_SNPOSPsets the fraction of total galaxy flux used to generate the8ition; this option
truncates extreme galaxy-SN separations. Finally, HB8TLIB_MSKOPToptions can be viewed with
the grep-command

grep MSKOPT SNANA DIR/src/snhost.c | grep #

e MSKOP#2 : compute the host-galaxy noise within an aperture ofusadbpsr This option
requires definingiosTLIB header keys “f_obs” for each filter (Sé@RNAME# Fig. 5), where 'f’
is the one-character filter representation. These obsenvtame magnitudes must be corrected
for Galactic extinction and correspond to the entire galiy.

e MSKOP#4 : apply SN mag shift based on host properties.

e MSKOPZ*8 : replace originally selected SN coordinates (i.e., canly selected in field or from
SIMLIB ) by SN coordinates near the host galaxy (i.e., randomlycsatefrom the surface bright-
ness profile). This option is useful to generate SNe for inggrilations.

e MSKOP¥16 : adjust the SN redshift, distance modulus and magrstted& RUE(useful for image
simulations).

e MSKOP*32 : allow only one SN per host galaxy (results in abort ifdity is too small)

39



e MSKOP¥256 : increase verbosity to screen.

e MSKOP¥1024 : detailed screen dump for each selected host.

Options can be combined, suchH@STLIB_MSKOPE10 will transfer the SN redshift and coordinates
to that of the galaxy, and compute the galaxy noise.

Notes on CPU Resources:

The CPU generation time per host galaxy is dominated by theergalculation that includes a convo-
lution of the galaxy flux within a separate PSF-aperture tmrheepoch. The generation time is about
3 msec per host for a single Sersic profile, and 5 msec for a $urSersic profiles. The main tool
to minimize the generation time is to pre-compute integabldés for 2-dimensional Gaussians, and
for Sersic profiles. Defining a reduced radipiss R/Ry, in terms of the half-light radiug, /», the
dimensionless Sersic integrals

p ,
Sal(p) = 2m /O el B"-1) (11)

are tabulated and stored on a uniform grid as a function/of (b = 0.3 —5) and as a function of
log;o(p) (p = 10~% to 100). TheB, coefficients are chosen such tifat1) /S,(«) = 1/2. The galaxy
flux (F) at local galaxy coordinategs andyyq is the sum over Sersic components,

e(—Bnp®/"-1)
F=YWn——F7—
Z " anbnSn(m)

wherew, is the Sersic weight such thd@t,w, = 1, a, andby, are the major and minor half-light axes,
respectively, ang? = (Xgai/an)? + (Yga/bn)? is the reduced radius.

Ensuring Host PhotoZ in Fitting Program:

To ensure that the light-curve fitter cannot cheat when dphl@foZ fits on simulated SNe, there is an
option to replace the outp®EDSHIFT_FINAL with the host-galaxy (photoZ) redshift so that the spec-
troscopic redshift is not available in the data file. Thisapis invoked by settinGENSIGMA_REDSHIFT

to any negative number. To go a step further and do SN-onlygahfits (no host) without any risk of
cheating, simply se6ENSIGMA_REDSHIFTo a large value like 1.0.

HOSTLIB Variables for SIMGEN_DUMFile:
The SIMGEN_DUMBption is described in 84.25.3. Here is an example showiegdsTLIB variables:

SIMGEN_DUMP: 7 CID Z GALZTRUE GALZPHOT GALSNDM GALWGT r_ABS

The GAL* quantities can always be added, along with the subset aiblas used to define the weight
map.
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4.19 Simulating the SN Rate: Volumetric and per Season

To simulate a constant volumetric rate at all redshiftsiude the following in your sim-input file,
DNDZ: HUBBLE

and to simulate a redshift-dependent rate that depends ower pf 1+ z,
DNDZ: POWERLAW 2.6E-5 15 # SN rate ~ 2.6E-5*(1+z)"1.5

Note that setting the secoROWERLABRrgument to zero is equivalent to tHEBBLEoption of a constant
rate. Finally, to simulate redshft-dependent power laws,

# RO Beta Zmin Zmax
DNDZ: POWERLAW2 22E-5 215 0.0 1.0 # rate = RO(1+z)"Beta
DNDZ: POWERLAW2 9.76E-5 0.0 1.0 2.0 # constant rate for z>1

where the last two entries give the min/max redshift range.aA&onvenience, the outpREADMHile
includes a dump of the SN volumetric rate in redshift bins.4f @rep ‘MODEL-RATE).
Highly distorted redshift distribution for special testacbe obtained with

DNDZ: FLAT
or
DNDZ_ZEXP_REWGT: -2.0 # DNDZ *= 1/z2"2
or
DNDZ_ZPOLY_REWGT: 1.0 -0.2 0.003 # DNDZ *= [1 - 0.2*z + 0.003* 2]

The “FLAT” command results in a flat redshift distribution. The nexbtexamples re-weight the
distribution defined by th®NDZkey above. The example wittbNDZ_ZEXP_REWGT: -2re-weights
by z-2 and will give a roughly flat redshift distribution. The secboption allows the user to multiply
the “DNDZ redshift distribution by an arbitrary 2nd-order polynamhfunction of the redshift.

As a convenience, the absolute number of SN per season withirsurvey Nseasop iS Written into
the outputREADMEile as follows:

Number of SN per season = 12345

This value does not depend NGEN_LCQr NGENTOT_L€ and it is not used in the simulation. This cal-
culated value depends on the MJD ranGENRANGE_PEAKM)JDedshift rangeGENRANGE_REDSHIFT
DNDZoption above, and coordinate rangé&RANGE_RANdGENRANGE_DEQLThe sky area specified
by the RA and DECL ranges can be overwritten by explicitly dafira solid angle in your sim-input
file using

SOLID_ANGLE: 0.0204 # solid angle (steridian) for SN/seaso n estimate

SNGEN_Lds the number of SNe generated after trigger cutsMBENTOT_LGs the total number generated regardless of
the trigger and cuts.
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The SOLID_ANGLEoption is useful when the survey consists of several disieoted patches of sky,
thereby requiring the RA and DECL ranges to represent a saligeahat is much larger than that of
the surveyNseasorcan be used generate an arbitrary number of SN seasons. &uopkx to simulate 3
seasons set the following:

NGENTOT_LC: 37035 # 3*12345 = 3 seasons
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4.20 Simulating Galactic Extinction

The following sim-input parameters control MilkyWay Gati@extinction:

EXTINC_MILKYWAY: 1 # 0,1 => MW extinction off,on
GENSIGMA_MWEBV_RATIO: 0.16 # smear by sig(MWEBV) = .16*MWEBV
GENSIGMA_MWEBV: 0.0 # smear by fixed sig(MWEBV)
GENSHIFT_MWEBV 0.0 # fixed shift relative to dust map

To turn off Galactic extinction, the first two (default) paraters must be explicitly set to zero (the last
parameters are zero by default). You can specify a fractierrar (default is 16%) on the Galactic
extinction, or a fixed (absolute) error. If the smearing f@ivgen SN results in negative extinction, the
extinction is set to zero. The value BfB—V) is taken from the simlibMWEBV: xxxX’ key. If this key

is missing, or the entry value is zero, theWEBVs calculated internally using the dust maps from [7].
For each simulated SN the value of MWEBYV and its error are amito the header.

4.21 “Perfect” Simulations

To make detailed numerical crosschecks, there is a “pé&m@tion to simulate light curves witkx 10*
nominal photostatistics, no galactic extinction (Milky yvand host), and no intrinsic mag-smearing.
The light curve fitter should determine the shape and colarpaters with very high precision, and the
cosmology fitter should determine cosmological paramekeatsagree well with the input. This option
is invoked with

GENPERFECT: 1

and it automatically overrides the relevant parameterfiabytou need not change your sim-input file.
The top of the sinREADMHile summarizes the modified quantities. You can also unssl@we of
the “PERFECT” options by specifying a bit-mask as GEeNPERFECargument. To see the bit-mask
options,

snlc_sim.exe mysim.input GENPERFECT -1

will list the current bit-mask options and then quit with@énerating any SNe. You can then run, for
example,

snic_sim.exe mysim.input GENPERFECT 6 # = 2+4 (bits 1 & 2)

which selects the<10* exposure-time option (bit 1) and turns off intrinsic magesing (bit 2), but
leaves Galactic and host-galaxy extinction as defined im gmo-input file.
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4.22 Redshift-Dependent Parameters

Although the default simulation parameters are independeredshift, you can specify an arbitrary
z-dependence for SN-related parameters such as dust paraRg& Ty, SALT-1I parameterst & [3,
and the mean luminosity parameter for any model.

The z-dependence is specified as an additive shift. If the funasosimple, you can specify a
polynomial function up to 3rd order. For more complex funos you can specify the function explicitly
in redshift bins. Your function must give a shift of zerozat 0 so that the sim-input parameters are
clearly defined az = 0. Examples for specifying both types of parameter-shifictions are given in
this file,

$SNDATA_ROOT/analysis/sample_input_files/SALT2/SIM_ ZVARIATION.PAR
To get a complete list of parameters that can hazelependence, type
> snlc_sim.exe mysim.input ZVARIATION_FILE 0

Next, copy theSIM_ZVARIATION.PAR above to your working area, and modify as desired. Then add
the following keyword to your sim-input file,

ZVARIATION_FILE: SIM_ZVARIATION.PAR

or use the command-line override (812.2.1). You can alsogh#he name of theZzVARIATION” file.

4.23 Generating Efficiency Maps

An efficiency map as a function of SN parameters may be neeslpdraof a fitting prior, or as part of
an MC-based correction such as correcting the SN rate fordleetson efficiency. The simulation can
be used to generate an arbitrary efficiency map using the @rdm

SIMEFF_MAPGEN.pl <SIMEFF input file>
and examples of th8IMEFF input file are in
$SNDATA_ROOT/analysis/sample_input_files/simeff_map gen/

“sntools.c 7 contains functions read the generated efficiency nrap $IMEFFMAP ) and to evaluate
the efficiency for an arbitrary set of SN parameteagst (SIMEFF ). The efficiency is determined by
multi-dimensional interpolation. Since the generatioraahulti-dimensional efficiency map can be
CPU intensive, this script distributes jobs on several natddmed by theNODELISTkey, and the sim-
ulation runs in a mode where there are no output files, andeheasecondarNANAobs are needed.
Your sim-input file (specified inside th®MEFF input file) must apply selection cuts as described in
8 4.16. It is assumed that the selection efficiency does ruerteon the result of the light curve fit.
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The critical part of theSIMEFF input file is shown below,

# out

# sim-input key key NBIN  MIN  MAX

B o e e

GENVAR: LIN GENRANGE_MWEBV MWEBV 2 00 03

GENVAR: LIN GENRANGE_REDSHIFT Z 23 0.05 1.15

GENVAR: LOG GENRANGE_AV AV 19 -30 06 (0.001 < AV < 4)
GENVAR: LIN GENRANGE_DELTA DELTA 14 -05 21

GENVAR: INV  GENRANGE_RV RV 3 025 075 (4 > RV > 1.33)

EachGENVARkey specifies one dimension of the multi-dimensional efficiemap. Following each
GENVARkey is a key defining whether that variable is stored linediN), logarithmically-basel0
(LOG), or as the inverse (INV). For example, the efficiencyiste linear as a function of /R, and
hence feweRy bins are needed to describe the efficiency as a functioriRf tompared to usingy .
The GENRANGE_XXkey is the simulation key used to specify that particulaepaeter. For example, a
specific value 0DELTAIs simulated using

snlc_sim.exe <sim-input file> GENRANGE_DELTA -0.1 -0.1

All of the GENRANGE_XX@ommands are catenated and given as input to the simuldin@noutput-key
is the name given in the output efficiency-map file. Any outgey-name is valid, but to use this map
for a fitting prior the key-names must correspond to one ofdtiewing: (i) any fit-parameter name in
snlc_sim.exe  such as AV, DELTA, x1, c, (i) REDSHIFT or Z, (iii) MWEBV.

The last three entries are the number of bins to define theezflig map in each dimensioNEIN),
and the min/max range for each dimension. In the above exaryfiR, is generated for valuesZb,
0.50, and 075 corresponding t&®, = 4, 2, 1.33, respectively. When the resulting efficiency map is
used as part of a fitting prior, fit-values outside the min/memnge are pulled to the edge for evaluating
the efficiency. For example, if the fitting program tries taeate the(? for DELTA= 2.4, the efficiency
is evaluated at the boundaDfLTA= 2.1.

Finally, one must be careful allocating appropriate resesiisince the computing time can be long.
In the above example the total number of bins in this effigianap is 2< 23x 19x 14x 3= 36708. If
the efficiency-uncertainty (s€#MGEN_EFFERRKey) is set so that each simulation job takes 10 seconds,
then the total computing time needed for this map is 4.2 CPys$;dar about 10 wall-clock hours with
10 cores.
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4.24 Light Curve Output Formats

Each simulated light curve is written to the directory
$SNDATA ROOT/SIM/[GENVERSION]

whereGENVERSIONSs the user-supplied version name. For the default FITS &rwo FITS files are
created: a “"HEADER?” file containing global information foa& SN (SNID, redshift, RA, etc ...) and
a “PHOT” file containing all of the light curves. Pointers imetHEADER file are used to extract the
appropriate light curve from the PHOT file. These files canibaally examined with the product “fv.”
For text-output options each light curve is written to a sepafile,[GENVERSION] SN#####.DAT ,
where “####H#H#” is a six digit identifier; the text-option iseful for testing small samples and debug-
ging.

The output format is controlled by the sim-input keyw&@RMAT_MASHKnd the various options are
described below. Note thRDRMAT_MASIS a bit-mask so that multiple format options can be included
Note, however, that either TEXT or FITS format can be sebkdiat not both. Here is a quick summary
of the bit-mask format options,

FORMAT_MASK: 2
FORMAT_MASK: 1
FORMAT_MASK: 6

# 2 = terse, plain text (default for version < v 9 82)

#1 =

# 2
FORMAT_MASK: 18 # 2

#2

#F

#3

verbose
(terse) + 4(model-mag)
(terse) + 16(RANDOM CID)
(terse) + 8(BLIND) + 16(RANDOM CID)
ITS format (default for version >= v9_82)
2(FITS) + 16(RANDOM CID)

FORMAT_MASK: 26
FORMAT_MASK: 32
FORMAT_MASK: 48

and the sub-sections below give more details.

4.24.1 \Verbose Light Curve Output

“FORMAT_MASK: 1 " results in a verbose text-output that includes extra naeti such as the PSF,
sky-noise, K-correction values, etc ...
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4.24.2 Terse Light Curve Output (Default)

“FORMAT_MASK: 2 " This option results in a simplified one-line-per-obsermvatoutput for the light
curves. Header information includes RA, DECL, redshift, etcThis output is recommended for

analysis with norSNANAprograms that need to parse data files generated by the SNAhAation.
Below is a sample of the output.

# TERSE LIGHT CURVE OUTPUT:

#

NVAR: 9

VARLIST: MJD FLT FIELD FLUXCAL FLUXCALERR SNR MAG MAGERR _8ING
OBS: 49562.316 Y 1694 -1.333e+03 5.891e+02 -2.26 128.000 0. 000 27.313
OBS: 49572430 z 1694  6.500e+01 1.708e+02 0.38 26.628 101.3 72 25.385
OBS: 49590.422 Y 1694  1.492e+02 1.635e+02 0.91 24236 103.7 64 24.064
OBS: 49591.387 i 1694  3.733e+03 4.644e+02 8.04  23.970 0.144 24.198
OBS: 49591.414 7z 1694  1.644e+03 3.271e+02 5.03  23.850 0.241 24.200

It is recommended to use the fluxes instead of mags becauseate are not defined for negative
fluxes, and are ill-defined for very small fluxes. THELD is given for each measurement to properly
label overlapping fieldsSNRis the signal-to-noise ratid-(UXCAL/FLUXCALERR and SIM_MAGis the
exact magnitude (without noise fluctuations) computed ftioenSN model.

To get both the verbose and terse formats, noteRORMAT_MASIS actually a bit-mask; therefore,
specifying ‘FORMAT_MASK: 3results in both outputs in each SNDATA file.

4.24.3 Model-Mag Light Curve Output

“FORMAT_MASK: 4 " Dump out the model mag info. Set value to 6 to dump both thentbrainal
output and the model-mag output. A sample output is as feliow

# MODEL MAG OUTPUT:

NVAR: 7

VARLIST: TOBS FLT MAGOBS MAGERR MAGREST KCOR(SYM,VAL)
OBS: -1.328 u 21547 0.055 -19.810 K Uu 1.379

OBS: -1.328 ¢ 20.228 0.035 -19.396 K_Bg -0.205
r

OBS: -1.328 20182  0.037 -19.421 K Vr -0.157
etc ...

4.24.4 Suppres$IM_XXXInfo

“FORMAT_MASK: 8 ” SuppressSIM_XXX header info. This option is useful for things like blind-
testing photometric classifiers.
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4245 Random CID

“FORMAT_MASK: 16 ” Generate random (integer) CID from 1-999,000 instead ofdéfault se-
guential generation. The purpose of this option is that ngxdifferent SN samples (la,ll,Ibc) cannot
be sorted by CID. Any random subset of the combined SN samileamtain similar fractions of each
SN type.

Note that the keywordIDOFF plays the role of selecting a unique set of random CIDs so that
combined SN samples will not have overlapping CIDs. For exanguppose you generate 1000 type
la SNe withCIDOFF: 0. The CIDs will be the first 1000 randomly selected (and norea¢ipg) integers
between 1 and 999,000. Now suppose you generate 1000 typia ICHDOFF: 1000. The simulation
will generate 2000 CIDs, but only use the last 1000 on the ilist, (skip the first 1000). When the
type la and type Il SNe are combined (se®_SNmix.pl ), the CIDs will not overlap and the SN types
(la and 1) will be perfectly mixed with no correlation betese type and CID. It is up to the user to
pick the correcCIDOFF value for each SN type, althougln_SNmix.pl ~ will automatically assign the
appropriateCIDOFF values. After combining the SN samples, a useful unitartgak is to dols
*DAT | we* and verify that the total number of files matches the expested from the simulation
jobs.

4.24.6 FITS Format

“FORMAT_MASK: 32 " While the above TERSE and VERBOSE options use TEXT (ASClliTat,
this (default) option uses the more compact binary-FIT$nfarthat is processed using ttigsio
library. The advantage of this format is that there are very files to manage, reading is much faster
compared to the TEXT options, the compact binary files ar¢éapte to any computing platform, and
there are public fits-viewing utilities such as “fv.”

Two fits files are created by the simulation. First is a HEAD filgh a one-row summary for
each SN. The summary info includes the SNID, sky coordina@egactic extinction, and many other
guantities. The HEAD file also contains the name of the sec@iOT” file which contains the
photometric light curves. All of the light curves are writtsequentially into one PHOT-table, and
pointers from the HEAD file (seBTROBS_MINand PTROBS_MAXare used to select the appropriate
rows from the PHOT table. For a given SN-data version,[##RSION].LIST file contains a list of
HEAD fits-files. Usually there is only one such fits-file, buteeal can be combined into one version,
such as combining files from different seasons.

Finally, the binary-FITS format can be used for data as weliaa simulations. HoweveGSNANA
does not have tools to translate TEXT format into FITS formsath tools may become available in a
future update.
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4.25 Simulation Dump Options
4.25.1 SIMLIB_DUMP Utility

To quickly check &IMLIB , a screen-dump summary is obtained with the command:

> snlc_sim.exe mysim.input SIMLIB_DUMP 0

kkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkk

SIMLIB_DUMP

LIBID MJD-range NEPOCH(all,gri) GAPMAX(frac) <GAP>

001 53616-53705 12642 42 42 11.0(0.12) 2.2
002 5362253700 51,17 17 17 19.00.24) 4.9
003 53622-53705 69,23 23 23 10.1(0.12) 3.8
004 5362253705 54,18 18 18  15.0(0.18) 4.9
050 53622-53705 57,19 19 19  15.0(0.18) 4.6

Done reading 496 SIMLIB entries.

LIBRARY AVERAGES PER FILTER:
<PSF>

<ZPT-pe> FWHM <SKYSIG> <SKYMAG> Cadence
FLT (mag) (asec) (ADU/pix) (asec-2) <mb5sig> <Nep> FoM
u 3086 0.866 9.0 2265 1999 286 0.036
g 3431 0.828 117.8  20.75 19.99 29.71  0.123
r 3504 0.820 1735  20.50 19.99 29.71  0.130
i 3481 0.829 216.2 19.74 1999 3143 0.128
z 3418 0.823 205.7  19.20 19.99 3214 0135
Y 3293 0.822 1979  17.99 19.99 30.14 0.127
LIBRARY MIN-MAX RANGES:
RA: -59.994 to 58.766 deg
DECL: -1.253 to 1.257 deg
MJID:  53616.2 to  53705.4
CUT-WARNING: 46 SIMLIBS will fail user-cut on 'RA’

GAPMAXand <GAP>are the maximum and average gaps (days) between epochs $Mb& . The
“frac " after GAPMAXs the fraction of the MJD-range consumed by the largest gépe LIBRARY
MIN-MAX RANGEShow you the ranges needed to includeS&#LIB entries. TheCUT-WARNING shows
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how manySIMLIB entries are excluded by the selection ranges in your simtifile. CUT-WARNINGs
are checked for RA, DECL and PEAKMJD.

In addition to the screen-dump, a one-line summary for é#ID is written to[simlib]. DUMP
where[simlib]  is the name of th&IMLIB file that you specify. This file is self-documented like the
“fitres” files, and can be converted into an ntuple using toenbine_fitres.exe " program (812.1.1).

4.25.2 Cadence Figure of Merit Utility

A figure of merit for the cadence can be determined in two wayisst, you can extract the function
“SNcadenceFoM” from sntools.c  and pass the arguments from your own wrapper function. The
second method is to simply analyze @8iyILIB using theSIMLIB_DUMP option (8§ 4.25.1). The FoM is
appended to each entry in the outfairnlib].DUMP  file. The FoM for each simlib entry is a function
of the MJD and the & limiting magnitude for each observation.

4.25.3 SIMGEN_DUMFile

To quickly analyze generated distributions, there is afoogb dump generated quantities to a column-
formatted text file. For example, to check the generatedhiéidand SALT-1I parameters, add the
following to your sim-input file:

SIMGEN_DUMP: 5 CID Z $S2x0 S2x1 S2c
or
snic_sim.exe mysim.input SIMGEN_DUMP 5 CID Z S2x0 S2x1 S2c

which produces an auxiliary filB/ERSION].DUMP in the same directory as the SNDATA files. The
self-documented dump-file looks like:

NVAR: 4

VARNAMES: Z S2x0 S2x1 S2c

SN: 50001 1.3820e-01 3.8970e-04 1.0906e+00 -1.5431e-01
SN: 50002 3.1260e-01 1.0278e-04 1.8671e-01 -3.9044e-01
SN: 50003 2.4248e-01 1.9417e-04 8.8190e-01 -3.8711e-01
SN: 50004 2.5666e-01 8.3385e-05 -6.7122e-01 -1.5304e-01

A full list of allowed SIMGEN_DUMPariables can be printed to the screen by specifying zenalias
as follows:

snlc_sim.exe mysim.input SIMGEN_DUMP 0
After printing the variables, the program quits.

4.25.4 Rest-Frame Model Dump

GENRANGE_DMPTREST: -20 80 # dump rest-frame model for this T rest range
GENMAG_SMEAR: 0.0
GENMODEL_ERRSCALE: 0.0

50



4.26 Including a Second Sim-Input File

A sim-input file can be split into two files using the keyword
INPUT_FILE_INCLUDE: my2nd.input

which instructs the simulation to read and panrsg2nd.input " in exactly the same way as the original
sim-input file. To see why this might be useful, consider the-ha simulation that has man{{ON1A”
keywords. ThéN\ON1Aeys can be stripped out into a separate file SUNOMNLA keys.input , and then
included in many sim-input files. Thus a dozen sim-input fdas each includ8iON1A keys.input

To modify or add &NON1Akey for all of the sim-input files, only one file needs to be niiedi.

4.27 Multi-dimensional GRID Option

Instead of generating random distributions in the varigllescribing each SN (redshift, luminosity
parameter, color, etc ..), the simulation can generate SNe well-defined grid for each parameter
using the following sim-input options,

GENSOURCE: GRID # replaces RANDOM option
NGRID _LOGZ: 20 # logl0(redshift)

NGRID_LUMIPAR: 10 # x1, Delta, stretch,dmi15 ...
NGRID_COLORPAR: 2 # AV or SALT2 color
NGRID_COLORLAW: 1 # RV or BETA

NGRID_TREST: 56 # rest-frame epoch

GRID_FORMAT: FITS # TEXT or FITS
GENRANGE_REDSHIFT: 0.01 1.2 # redshift range
GENRANGE_DELTA: -0.4 1.8 # delta-range (mics only)
GENRANGE_RV: 22 22 # range of CCM89-RV
GENRANGE_AV: 0.0 2.00 # AV range
GENRANGE_TREST: -20.0 90.0 # test epoch relative to peak (da ys)
GENFILTERS: griz

and explicit examples of complete sim-input files are in
$SNDATA ROOT/analysis/sample_input_files/GRID

This GRID option allows external (naBNANA fitting programs to use theNANAmodels. The original
motivation is for the photometric SN id program (88). EA@RID_XXXvalue divides the corresponding
GENRANGE_XXpange into the specified number of bins for the grid. TEGRID_FORMAT: TEXT option
produces a human-readable file intended only for visuadaospn. The GRID_FORMAT: FITS’ option
produces a platform-independent file to be read by extenmgrams. To save memory for programs
reading the FITS tables, the magnitudes and errors haverhakiplied by 1000 and stored as 16-bit
(2-byte) integers. Magnitudes dimmer than 32 are writteB2600, and undefined model magnitudes
are stored as-9000 (i.e, mag —9).

The GRID file is written in the same directory as the auxiliilgs
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$SNDATA_ROOT/SIM/MY_VERSION/MY_VERSION.GRID

where ‘GENVERSION: MY_VERSIONs specified in the sim-input file. Note that only the GRID fige
written; no light curve files are written out.

The FITS tables can be visually examined using a utility sastfdump” or “fv .” SNANAhas a
“fits_read_SNGRID ” utility to read in the generated GRID; to use this utilityetfollowing code-lines
must be included,

#define SNGRIDREAD // use only the read utilities in sngridt ools.c
#ifdef SNGRIDREAD

#include "fitsio.h"

#include "sngridtools.h"

#include "sngridtools.c" /I fits_read SNGRID is in here

#endif

The read-back utility fills the following global arraysisttures insngridtools.h ,

GRIDGEN_INFO
GRIDGEN_SURVEY GRIDGEN_MODEL GRIDGEN_FILTERS
PTR_GRIDGEN_LC 12GRIDGEN_LCMAG I2GRIDGEN_LCERR

Also note thajenmag_snoopy.c illustrated how to read and access the GRID.

Here is a brief description of the FITS tables and how to lopkhe correct magnitude and error
from a set of SN parameters. Technically only the first (SNRARQO) and last (I2LCMAG) tables
are needed; the intermediate tables provide additionalnmtion that you would otherwise have to
compute on your own. The SNPAR-INFO colum\IN, VALMIN andVALMAXare simply copied from
the sim-input parameters. TB&NSIZE is calculated from the previous parameters, andUt@OFF are
used to determine the absolute light curve index (ILC) as atfan of the SN parameters as follows:

4
ILC=1+ ZLILCOFF. x (INDX; —1) 12)
i=

The parameter indeix= 1,4 runs over (1) redshift, (2) colo’( or c), (3) color law Ry or ) and (4)
luminosity parameter. Each integer ind&DX; runs from 1 taNGRIDQ for parameter. Do NOT extend
the summation to include the filter and epoch indices. Whigepthysical grid-values corresponding to
eachINDX; can be computed from the SNPAR-INFO table, these grid vahaes been store in the
intermediate tables that haveSRID suffix (and include FILTER-GRID and TREST-GRID).

Note that thelLCOFF; are fixed, while thdNDX; depend on the set of SN parameters. For
example, consider a redshift range of 0.01 to 1 and 200 hirlsgz space we have2 <109,4(z) <0
and a logz binsize of 0.01. Far= 0.1, log;(z) = —1 and the GRID-index ifNDX 1 = 100.

Now we have an ILC index corresponding to a Supernova destiily the four parameters above.
Each SN light curve is written out in all of tt@ENFILTERS and all of the SNe are strung together in the
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I2LCMAG table. This table contains one column of model magpets and another column of model
errors, each multiplied by 1000 to maintain millimag prémisin 2-byte integer storage. The starting
location in the I2LCMAG table is given in a separate 'pointgdsle’ by PTR_I2LCMAG(ILC) . Note that
you could compute this pointer as

PTR_I2LCMAG[ILC] = 1 + ((NGRID_FILT * NGRID_TREST) + NWDPAD ) * (ILC-1);

whereNGRID_FILT is the number of GENFILTERS and NWDPAE 4 is the number of pad-words. Start-
ing at the specified pointer location for ILC, the first word ipad-word (1111) and the second
word is the first 8 bits of ILC; read-programs should verifygbavords to avoid getting lost. The next
NGRID_TRESTwords are the magnitudes (1000) for the first filter (g), the neX¥GRID_TRESTwords
are the magnitudes for the second filter (r), etc.. Finaftgraeading all of the light curve magnitudes
there are two end-of-lightcurve pad-words with values-8099.

The I2LCMAG storage for a single SN light curve is illustrataelow:

padl -1111  <== start I2LCMAG address is PTR_I2LCMAG(ILC)
pad2 first 8 bits of ILC

I2LCMAG(g,epl) = mag * 1000

I2LCMAG(g,ep2)

I2LCMAG(g,ep3)

I2LCMAG(g,NGRID_TREST)
I2LCMAG(r,epl)

I2LCMAG(r,NGRID_TREST)
I2LCMAG(z,NGRID_TREST)

pad3 = -9999
pad4 = -9999

While pointers are provided to compute ILC and to determiredtarting 1I2LCMAG address from
ILC, you are on your own to find the sub-index correspondindn&ofilter and epoch.

For the non-la GRID, there is no physically meaningful luasity parameter; this parameter is
therefore used to store a sparse index that runs from 1 to uh®er of non-la templates that are
specified with the NON1A?” keyword in the sim-input file. The FITS file includes an adafital NONIla-
INFO table that gives the SNANA index, a character-strimuet{e.g., Il, Ib, Ibc), and a character-string
name of the underlying SN used to create the template (8D0$S-002744").
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5 The SNANAFitter: snlc_fit.exe
5.1 Getting Started Quickly

Here you will perform lightcurve fits, hopefully in under amoite. To get started,

> cp $SNDATA_ROOT/analysis/sample_input_files/mlcs2k2 [snfit_ SDSS.nml .
or

> cp $SNDATA_ROOT/analysis/sample_input_files/SALT2/s nfit_ SDSS.nml .

(Edit .nml file and put in correct VERSION_PHOTOMETRY = "xxx )

> snic_fit.exe snfit SDSS.nml >! snfit SDSS.log &

When the unix commandp$” shows that the job has finished, congratulations ! You havediur
lightcurves with CERNLIB’sMINUIT program® To create a pdf file showing the light curve fits (§5.8),

mkfitplots.pl --h  snfit_SDSS.his

createssnfit SDSS _fits.pdf . If you are shaking your head wondering what the heck youdidst
that's a good sign.

5.2 Discussion of Lightcurve Fits

Before reading this section, make sure you have succegstuil the commands described in 85.1.
Let’s start the discussion by checking the end of the log-file

> tail snfit_SDSS.log

The very last line should beeENDING PROGRAM GRACEFULLI.you do not see this, check that your
namelist variabl& ERSION_PHOTOMETR¥really pointing to an existing version irS8DATA_ROOT/SIM
If you still have trouble, contact an expert for help.

Inside the input filesnfit_ SDSS.nml , the namelist variable

FITRES_DMPFILE = ’snfit_SDSS fitres’

results in a dump of the fit parameters for each SN in a seltwh@nted “fitres” file. Go ahead and
“more snfit_SDSS. fitres " to see the results. The header keywoMigARand VARNAMESpecify
the columns. Th&NANAlibrary includes a utility calledRDFITRESto read these files. You camdt ”
multiple fitres files together and add comments, and still tkeam with the same parsing code.

To figure out what you did, you need to check the namelist agtinsnfit SDSS.nml . There are
two separate namelists:

Shttp://wwwasdoc.web.cern.ch/wwwasdoc/minuit/minniatim|
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e &SNLCINP: defines selection of SNe and epochs by specifying criterithionumber of epochs,
earliest & latest times relative to peak, maximum signahtdise, etc ... All namelist options are
defined and commented insi88ANA_DIR/src/snana.car

e &FITINP: defines fitting options such as priors, marginalization, mdje ofT,estin the second
fit-iteration. All namelist options are defined and commdnteside
SNANA_DIR/src/snlc_fit.car

In the sample namelist file, a prior @ is used by settin§RIOR_AVEXP = 0.40, which translates
into a prior of the form exp—Ay /0.4). There is no marginalization so that your first fits run mudida
To marginalize, set the number of integration bins per \@&iadNGRID_PDF = 11 Since the marginal-
ization is over four fit variablestq, Ay, A, 1), the CPU-time goes as the fourth powerN$RID_PDF
previous studies indicate that 11 bins per fit-variable isadgcompromise between accuracy and CPU
time.

5.3 Methods of Fit-Parameter Estimation

There are three methods that can be used to estimate lighe fitsparameters:

1. MINIMIZATION based on CERNLIB'sviNUIT progrand. &SNLC_INP namelist parameter
NFIT_ITERATION specifies the number of iterations (2 is recommended). Yostmways use
this option, even if you use the options below.

2. MARGINALIZATION using multi-dimensional integration iBNANAfunction MARG_DRIVER
&FITINP namelist parametedGRID_PDFcontrols the number of grid-points per fit-parameter
(11 is recommended). You must run the minimizer fit$EIT_ITERATION=2 ) to get starting
values and integration ranges. After marginalizing, thikofaing crosschecks are performed:
probability at the boundaries and number of bins with zeabpbility; if either is too large, the
integration ranges are adjusted and the marginalizatipeats.

3. Monte Carlo Markov Chain (MCMC) : See 8MCMCINmamelist parameters.

"http:/lwwwasdoc.web.cern.ch/wwwasdoc/minuit/minmiatm!
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5.4 Initial Fit-Parameter Estimation

For MINUIT to converge, initial fit-parameters must be chosen so thatirthial model light curve
roughly overlaps the data. The color and shape parametékaddo an average value, and the distance
modulus (orxg for SALT-II) is adjusted so that the model matches the data.

The estimate of the epoch of peak brightnégsi§ usually read from the data file from the keyword
SEARCH_PEAKMJDOf this keyword is missing, theSNANAwill try to estimatety by fitting a general
function of the form (se&NANAfunctionSET_PEAKMJD

exp—(t —t)/Trau]
1+exp—(t—t)/Tise ’ (13)

as suggested in the SNLS CC rate paper (Bazin et al, 2008). ®bd fjarameters for each filter
are A ag,a,t, Tran, Trise.  The time at peak is obtained by setting the derivative etpalero: tg =
t + TriseIn(Ttan/Trise — 1). The initialt value is estimated to be the epoch with maximum flux. Each
filter is fit independently and the fingJ is the filter-weighted average. A filterg is dropped from the
average if: (1) its max-flux measurement has the smai@stratio among filters and ha&/N < 10,
or (2) itstp value is more than 30 days away from the average of the otharfjlvalues (tested only if
there are 3 or more filters). The max-flux epoch must I3A > 4 to make an estimate .

Bit-mask options (Isb=1) via &SNLCINP namelist varialdT_SETPKMJRre: bit-1) fixay = ap =
0, bit-2) floata; anday, and bit-8) dump info for each SN. Explicit examples are :

(1) = AlL+an(t— ) +aplt - D7) x

OPT_SETPKMJD
OPT_SETPKMJD
OPT_SETPKMJD

1 # fix al = a2 = 0 (default => no polynomial term )
2 # float al & a2
129 # fix al=a2=0 and DUMP info for each SN

Users should compare the initigl(from above) to the finah from the light curve fit and check for
outliers; outliers can be fixed by visual inspection of thghticurve and setting theEARCH_PEAKMJD
keyword in the data file. To avoid clogging up the standardflleg the MmiNUIT output for these fits
is dumped to a separate log-file specified by namelist varisiblFIT_PKMJD LOGFILE the default
filename iISMNFIT_PKMJD.LOG

WARNING (Jun 2010): The SN classifier challenge has uncales® serious problems with the
initial to estimate for SNe la using Eq. 13. First, the filter-dependeiity is not accounted for. Second,
Eq. 13 can sometimes be very nonla-like (even for a perfegityd fit), leading tdp estimates off by
more than a week. Will need to add an option to use a more ésfliizction.
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5.5 Galactic Extinction Uncertainties (as of v9_96)

Galactic extinction uncertainties are included with &#TINP namelist option
OPT XTMW _ERR = 1

The reducedNyps x Nops COvariance matrix is 1 everywhere, and each diagonal eleiméme MWEBV
uncertainty at the central wavelength of the observer-&rpassband. The MWEBYV uncertainty is read
from each data file header; if this value does not exist in galler then the uncertainty is internally set
to 0.16 x MWEBYV. The covariance matrix is computed and inverted betwfgaterations.

Current default iOPT_XTMW_ERRz®ut this will change in a few versions.

5.6 Fitting Priors

The fitting prior options irsnlic_fit.exe are mainly designed to prevent catastrophic fits. There are
also options related to the host-galaxy extinction. Phmpoiors are described in 85.10, and a brief
description of the othe%FITINP namelist prior options are given below.

e PRIOR_MJDSIG: sigma on Gaussian prior for MJD at peak brightness. Defa@0 days.

¢ PRIOR_LUMIPAR_RANGE(2) : range of flat prior for luminosity parameter to prevent graz
values. Typical prior-range values are §.5,2.0} for the MLCS2k2 parameted), and {—5,+3}
for SALT-1I parameterx;. Default range is £9,+9}. The parameter below defines a smooth
roll-off at the edges.

e PRIOR_LUMIPAR_SIGMA : sigma of Gaussian roll-off at edge of flat prior defined above
Default is 0.1.

e PRIOR_DELTA PROFILE(4) : Used only forMLCS2k2 A, the first two elements arec and
+0 for the asymmetric Gaussian prior, the 3rd element istivalue at the Gaussian peak, and
the 4th element is the minimum ‘flat’ probability for @llvalues withinPRIOR_LUMIPAR_RANGE
A flat A prior is obtained by simply setting the 4th element to 1.Gti&gthe 4th element te- 0.1
results in a Gaussian prior with a flat tail for largevalues; this tail prevents the suppression of
very fast decliners (91bg-like).

e OPT_PRIOR: Default is 1— use priors. Setting to zero turns off ALL priors regardletgheir
values.

e OPT_PRIOR_AV: Used only forMLCS2k2 model, default is 21— useAy priors. Setting to zero
turns off Ay -related priors.

e PRIOR_AVEXP(2): For MLCS2k2only, defines up to two exponential slopes Agr prior.
e PRIOR_AVWGT(2): For MLCS2k2only, defines weight for the tway-exponential terms.

e PRIOR_AVRES: Since theAy prior has a sharp boundaryA = 0 and therefore a discontinuity
in the fitting function, thiRIOR_AVRESoption allows a Gaussian smearing of the prior function
that results in a continuous function. Recommended valteea1l to 0.01.
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5.7 Selecting an Efficiency Map for a Fitting Prior

The light curve fitting prior includes an optional simulatfticiency as a function of redshift, Galactic
extinction (MWEBYV) and model-dependent parameters thatriwsthe SN brightness. For example,
theMLCS2k2model parameters are shapg,(extinction @v), and color law Ry). The fitting prior and
efficiency map can be applied to other models too. An effigianap can be generated using 8iANA
scriptSIMEFF_MAPGEN.pl (84.23), and a map is selected via &€TINP namelist:

I Select file name explicitly. Will first check YOUR current working
I directory; if not there, then fitter checks public area
I $SNDATA_ROOT/models/simeff/mysimeff.dat

SIMEFF_FILE = 'mysimeff.dat’

The efficiency map is defined on a multi-dimensional grid, enterpolation is used to determine the

efficiency for any set of SN model parameters. Note that thesgs depend on the selection require-
ments and are therefore analysis-specific; these mapsdstwrefore not be considered as general
purpose files such as those describing K-corrections (83¢arch-efficiencies (84.15).

5.8 Viewing Lightcurve Fits: mkfitplots.pl

There is an after-burner script to prepare a pdf file showghdight curve (data + fit) for each pass-
band,

> mkfitplots.pl  --h snlc_fit.his

The “snic_fit.his " argument above is the name of the hbook file that was speaifitndhe namelist
argumenHFILE_OUT inside the&SNLCINPnamelist. This script creates a file calkedt_fit_fits.pdf

More generally, the pdf file name has the same prefix as thekhfleaname. On each plot the black
dots are data (or simualted data) and the green curve idibegidel. There are many plotting options;
see instructions with

more \$SNANA_DIR/util/mkfitplots.pl

To view the light curves without doing any fits, S&8NLCINPnamelist variabl®©PT_LCPLOT=1run
thesnana.exe program, and then run the abowé&fitplots.pl command.

For versions prior tovd0_17 you need to run a once-in-a-lifetime command
> paw_setup.cmd

For later versions there is no need to run this script, angetiseno need to maintain a privat@macs
directory.
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5.9 Tracking SN versus Cuts

Typically the final number of processed SN is smaller than th@ number read in, and thus it is often
useful to track the losses, particularly if there seem todoeféw (e.g., zero) SNe. At the end of each
snana job, the stdout includes a statistics summary for 8actlype” showing the number of SN vs.
incremental cut. An example is shown here,

Number of SN passing incremental cut for
CUT NAME ITYPE= 118 119 120
CID 8 37 502
Trestmin 5 36 476
Trestmax 5 34 374
NFILT(SNRmax) 4 31 370
FIT + CUTS 4 30 369

The last row labelled 'FIT+CUTS’ is shown for thealc_fit.exe job, and the previous rows are
shown for both thesnana.exe andsnlc_fit.exe jobs. Additional information is given by the fol-
lowing snana-ntuple (ntid 7100) variables:

CUTFLAG_SNANA =0 -> failed snana cuts
CUTFLAG_SNANA hitO  -> passed snana cuts
CUTFLAG_SNANA bhitl  -> passed fit & cuts

ERRFLAG FIT = -9 -> no fit done (i.e., CUTFLAG_SNANA=0 or sna na.exe job)
ERRFLAG FIT = 0 -> no fitting errors
ERRFLAG FIT > 0 -> see error codes with

grep 'ERRFLAG ' \$SNANA _DIR/src/snlc_fit.car | grep '&

where this ntuple is created witifUP_SNANA=T(85.23) and the variables can be extracted into text for-
mat using theatdump.pl  utility (812.1.2). CUTFLAG_SNANA 1 means that the snana cut-requirements
were satisfied, but the fit either failed or was not attemp@dTFLAG_SNANA 3 means that the SN
satisfied the snana cuts and has a valid fit whose resultsaaesl sh the fitres file and the fitres ntuple.

ERRFLAG_FITis zero if the fit is valid and the fit-cuts are satisfied. A pesitlag indicates an error;
grep the source code for error definitio®RRFLAG_FIT= —9 means that the fit was not attempted; this
occurs if the snana cuts falCUTFLAG_SNANA 0) or when runningnana.exe .
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5.10 PhotoZ Fits

Here we describe light curve fits that determine the SN lahiéd&) from photometry, called “SN-
photoZ” fits. There are two fundamental methods to performotph fits. The first method, called a
“constrained photoZ fit,” is designed to identify SNe la tHatnot have a spectroscopic redshift: uses
include SN rates and targeting host-galaxy redshifts famoafirmed SN la. FOMLCS2k2 photoZ fits,
there are four floated parametersty, A, andAy. For SALT-1I photoZ fits, the four floated parameters
arez, tg, X1, andc. The distance modulus is constrained (calculated) asguanparticular cosmology:
H=H(z,Qm, Qa, W) wherezis floated in the fit, an@u, Qa,w are fixed by the user. The cosmology
can be specified with &SNLCINP namelist parametddsREF, OMAT _REFandOLAM_REFFor SALT-
Il photoZ fits, the distance modulus is converted intoxfy@arameter, and therefoBALT2alpha &
SALT2beta must be specified as &FITINP namelist parameters.

The second method, called a “cosmology-photoZ” fit, invel¥leating five parametersy, z, to,
A, andAy for MLCS2k2, andXg, z to, X1, andc for SALT-1I. This method is designed to use large
photometric samples to measure distance moduli that casdzbta measure cosmological parameters.
One of the difficulties with the 5-parameter fit is CPU time: tharginalization takes a few minutes per
fit, so studying the bias on a sample of Hdmulated SNe la requires about a CPU-month of resources.

In addition to the two main methods above, there are vanattbat involve using the host-galaxy
photoZ (host-photoZ) as a prior to help constrain the retishidistance-modulus prior can be applied
to the second method (5-parameter fit); this is essentiabnatrained-photoZ fit, but the photoZ errors
will include uncertainties from the cosmological paraneteNeedless to sapeverrun a cosmology
fit on ouput where a distance-modulus prior is used !

There are fiv&FITINP namelist parameters that control photoZ fits. The defaditesare set so
that photoZ fits are turned off,

DOFIT_PHOTOZ = F
OPT_PHOTOZ =0 I 1=>hostgal photZ prior; 2=> specZ prior
INISTP_DLMAG =01 I 0=> constrain DLMAG; non-zero => float D LMAG

PRIOR_ZERRSCALE 100.0 ! scale error on host-photoZ prior
PRIOR_MUERRSCALE = 100.0 ! scale error on distance modulus p rior

Setting DOFIT_PHOTOZ=Tand INISTP_DLMAG=0.0 results in a 4-parameter constrained-photoZ fit.
SincePRIOR_ZERRSCALE=100.0 by default, the host-photoZ errors are multiplied by 100 #rete-
fore have no impact on the fits. SettiRRIOR_ZERRSCALE = 1.0results in using the host-photoZ
prior described by a Gaussian distributfon

To switch from a constrained-photoZ fit to a 5-parameter adegy-photoZ fit, setiNISTP_DLMAG
to any non-zero value such as 0.1. The use (or non-use) ofotephotoZ prior is controlled by the
value ofPRIOR_ZERRSCALEThe parametedPT_PHOTOZontrols the source of the redshift prior. When
you setDOFIT_PHOTOZ=TOPT_PHOTOZs automatically set to 1 so that the host-photoZ prior iduse
If you setOPT_PHOTOZ=2the spectroscopic redshift is used as a prior: this opsatesigned solely as
a sanity check on the light curve fitter, and is not meant tofoisscience. If you sedDPT_PHOTOZ2 0,

8Depending on user interest, non-Gaussian tails may be daed
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the DOFIT_PHOTOZlag is automatically set, and vice-versa: thus you can turthe photoZ option
with either namelist variable.

If PRIOR_MUERRSCALE 100 or larger (the default), then there is no prior appt@dhe distance
modulus (1). SettingPRIOR_MUERRSCALE = Will apply a p-prior using a Gaussian profile of width
0 = 20y, wheregy, is calculated from the user-specified uncertainties in t®mwlogical parameters.
Note thatOMAT_REFandW0_REFare two-dimensional arrays that specify both the value arat.g-or
example,

OMAT_REF = 0.3, 0.03
WO_REF = -1.0, 0.1

would useoy, = 0.1 andoy = 0.03 to calculate the-error for the photoZ at each fit-iteration.
To get going quickly, some useful examples of setting theelmstroptions are given below in Fig. 6.

A few other photoZ-related issues are:

e To test the photoZ methods in simulated SN la samples, thelaiion includes an option to
include host-galaxy photoZs based on an externally-segpibrary (8§ 4.18). To test SN-only
photoZ fits (without host), increaséENSIGMA_REDSHIFBo that the initial redshift estimate is
poor.

e To test the photoZ sensitivity to the initial redshift estit®, you can arbitrarily shift the redshifts
using &SNLCINP namelist parametBEDSHIFT_FINAL_SHIFT.
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Figure 6: Examples of setting photoZ options within 8#TINP namelist
I constrained photoZ fit, ignore host-galaxy photoZ:

DOFIT_PHOTOZ =T
PRIOR_ZERRSCALE = 100.0 ! inflate error on photoZ prior
INISTP_DLMAG =00

I fix MU = MU(zphot,cosmology)
I equivalent way to do the above

OPT_PHOTOZ =1
PRIOR_ZERRSCALE = 100.0 ! inflate error on photoZ prior
INISTP_DLMAG = 0.0

I fix MU = MU(zphot,cosmology)

I constrained photoZ fit using host-galaxy photoZ:
DOFIT_PHOTOZ =T

PRIOR_ZERRSCALE = 1.0
INISTP_DLMAG =00 I fix MU = MU(zphot,cosmology)

I constrained photoZ fit, host-galaxy photoZ errors inflat
DOFIT_PHOTOZ

ed by 1.3
=T
PRIOR_ZERRSCALE = 1.3
INISTP_DLMAG =00

I fix MU = MU(zphot,cosmology)

I cosmology photoZ fit, ignore host-galaxy photoZ:
DOFIT_PHOTOZ

=T
PRIOR_ZERRSCALE = 100.0 ! inflate error on photoZ prior
INISTP_DLMAG =01

| float DLMAG

I cosmology photoZ fit using host-galaxy photoZ:
DOFIT_PHOTOZ

=T
PRIOR_ZERRSCALE = 1.0
INISTP_ DLMAG = 0.1

| float DLMAG

I cosmology photoZ fit with priors on both distance & host-ga
DOFIT_PHOTOZ =T

laxy photoZ:
PRIOR_ZERRSCALE = 1.0 ! use host-galaxy photoZ errors
PRIOR_MUERRSCALE = 3.0 ! use x3 mu-error calculated from dw & dOM
INISTP_DLMAG = 0.1 ! float DLMAG
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5.10.1 Redshift-Dependent Selection in PhotoZ Fits

There is a subtle fitting issue concerning the usable obs&ame filters for whichAgps/(1+ 2) is
within the validAresrrange of the light curve model, and for whidhst= Tops/(1+ 2) are valid. In
addition, requirements on quantities such as the min & Max are ambiguous before the photoZ
fit has finished, yet it is useful to make such cuts before §ttim prevent fitting pathological light
curves and to reduce processing time. Here we discuss hogldat Silters and how to make cuts on
Tresrdependent quantities.

For regular cosmology fits using spectroscopic redshiftstaf usable filters & theélqsrrange is
made before the fit starts. For a photoZ fit, however, it is nearcwhich filters & epochs are valid
until the fit has finished. For example, considegraphotoZ fit usingsALT-11: whenZppet < 0.072,
i-band maps to rest-frame wavelengths greater than the 7G000% in SALT-11. Includingi-band in
the fit results in using an unphysical region of the model levdroppingi-band measurements results
in a discontinuous drop in the?. In the latter case, the minimizer is trapped in this lgtwell, and
quite often the minimum occurs at the drop-out boundgig: = 0.072. Another example is in DES &
LSST, whereg-band maps below 3000 A at redshifts above about 0.5.

To make initial Tesrdependent cuts before the photoZ fit has started, the cettasened by a
factor of “1+4 Zmax', Where Zmax = PHOTOZ_BOUND(2) is the maximum allowed redshift (specified in
&FITINP ). The Tiesrcuts are therefore loosened to be valid for any redshifhenrange specified by
PHOTOZ_BOUNIB-or example, consid&HOTOZ _BOUND = 0,And and a requirement that the nTigs;
is before—4 days; the initial cut would be a requirement of an epoch fieef® days using whatever
REDSHIFT_FINAL is in the data file, and the-4 day requirement is applied after the photoZ fit has
finished. Similarly, a maxqestrequirement of 30-60 days is loosened to 15-120 days bdierphotoZ
fit. If a filter is dropped after the first fit-iteration (see bef), the looselesrcuts are re-applied before
fitting again.

To select observer-frame filters, the basic strategy is tiopa the first-iteration photoZ fit with all
filters except for those in the UV with < 4000 A. A reasonable analytical extrapolation of the model
beyond the defined wavelength range is required. This pgdsgsed photoZ is then used to determine
which filters to exclude (or add in case of UV filter) in the négtation. Technically, when one more
more filters is excluded, the first-iteration is repeatedrsa two complete fit-iterations are performed
with the correct filters. The basic assumption in this sggtis that it does not matter if there is an
unknown bias in choosing the redshift to drop a filter ... asglas the fit, with or without the filter
in question, is unbiased. As an example, consider photoavfits griz filters. Forz > 0.49, g-band
should be excluded. As a safety margin, one might exctidand when the 1st-iteration photoZ value
is above 0.43, or 0.44, or 0.45 ... the cut does not mattermapds we are confident that whgtband
is used, it is within the valid range of the model.

The redshift safety margin is controlled by namelist partarse

PHOTOZ_ITER1 _LAMRANGE = 4000, 25000 ! 1st-iter obs-frame | ambda range
PHOTOZ_BOUND = 1.0E06, 1.4 ! hard MINUIT bound
PHOTODZ_REJECT = 005 ! dz cut

PHOTODZ1Z_REJECT = -99. ! dz/(1+z) cut; default is no cut
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The defaulPHOTOZ _ITER1 _LAMRANGELI is set to exclude any UV filter on the first iteration sinois t
filter is used only at the lowest redshifts. Note that the edetl UV filter can be added back after the
first fit-iteration if the photoZ value is low enougRHOTOZ _BOUNIB a hardvINUIT bound to prevent
crazy excursions during the minimization, and is also usdddsen thélesrrelated cuts before the fit
has started.

The next two cut-parameters define the redshift safety maegid can be defined as a cutan
and/ordz/(1+ z). TheSNANAdefault is to use only the cut afz, so we use this for discussion, noting
that the other cut works in a similar manner. In principle awid be better to cut on the number of
fitted oz, but on the first iteration th®INUIT errors are sometimes pathological; it is therefore safer to
make a fixed cut.

Thedzcut is illustrated here using-band and théILCS2k2 model for which the valid wavelength
range is 3200-9500 A. Since the mean filter wavelengityis- 4790 A, the valid rest-frame redshifts
are given byZmin = Ag/9500— 1 = —0.50 andZmax = Ag/3200— 1 = +0.50. Theg-band is excluded
if the 1st-iteration photoZ satisfiénot > Zmax— PHOTODZ_REJECT; in this exampleZynot > 0.45. For
Y-band py = 10095 A),Znin = 0.062 and this filter is excluded Hphot < Zmin + PHOTODZ_REJECT,
or Zpnot < 0.11. Note thatPHOTODZ_REJECTS defined to be positive when adding a safety margin,
regardless of whether a blue or red band is being testedn®e€tlOTODZ_REJECTo a large negative
value (i.e,—99) disables the cut. Finally, tHeHOTODZ_ REJECTut is applied to all observer-frame
filters, and often more than one filter (iwggr) is rejected.

A quick list of dropped filters can be viewed from the log-filémthe following 'grep’ command:

grep "DROPPED" myjob.log
WARNING for SN 40002 : DROPPED obs-filter=g
WARNING for SN 40002 : DROPPED obs-filter=r

and similarly grepping for ADDED will find any (UV) filters that were added.
To study filter dropouts in more detail, five variables ardude in the fitres-ntuple (ntid 7788):

o NEARDROHNdex of filter that is closest to being dropped. Positivegative) value indicates that
this filter was included (excluded) after the first fit-iteoat

e DZMIN1: redshift safety margin for filteNEARDRORfter 1st iteration. Positive value always
indicates that it is within the valid region of the model; a@ige value indicates invalid region.

e DZMIN2: same as above, but after 2nd fit-iteration.

e DZ1ZMIN1 & DZ1ZMIN2 same as above, but fdz/(1+ z).

TRAINING & TUNING CUTS:

SNe with spectroscopic redshiftsfeg should be use to train the filter-selection cuts. For eatér fil
labeled by indexIFILT ,” plot ZspecwhenNEARDROP = IFILTand check that there are no (or very few)
entries in the undefined redshift-region of the model. Alkii Bspec WwhenNEARDROP = -IFILT, and
you will see entries in the undefined region, but this is OKsithe filter was droppedspecvalues in
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the defined region indicates that this dropped filter coultehmeen safely used, but was rejected based
on its photoZ value from the first fit-iteration. Users willMeato decide the trade off between including
a particular filter more often in the defined region versusigighat filter more often in the undefined
region.

5.10.2 Initial Parameter Estimate

To estimate initial parameters near the global-minimgima multi-dimensional grid-search is made
over redshift (0.025 bin-width), color (0.2 bin-width) ai@dbins in the shape/luminosity parameter
(x1,AM1s,stretch ...). The minimization over the distance paramstgone analytically as follows. For
each grid point (photoZ, color, shape) the model fluxes asediraluated using the distance (SALXR-
or distance modulug) calculated from a reference set of cosmological pararsefer minimize theg?
w.r.t. the distance parameter, a distance-scale is datethas

dscale= Xo/Xo Of 10040 = Z(Féatf,imde/oiz)/ Z(Frinodel/ci)2 (14)

whereg; is the quadrature sum of data and model errors #rislthe epoch indeX. The resulting« or
pvalue is used to re-evaluate tg@at this grid-point. This approximation assumes that theehedror
does not depend a4 Also, prior to snana versior®_93 the grid-search was over photoZ and color
only.

Cheater optionOPT_PHOTOZ = 1&ets initial photoZ to spectroscopic redshift and skipsréte
shift grid-search. This option is for debugging only.

5.10.3 Smooth Model Error Transition Across Filter Boundaries

For rest-frame models such &8.CS2k2 the model error changes abruptly when a photoZ variation
results in an observer-frame filter mapping into a differezdt-frame filter. This abrupt change in
the model error causes a small kink in th& and can cause fitting pathologies. This pathology is
treated by smoothly transitioning the model error betwe@®0 A of the transition wavelengti).

The 200 A range can be modified with the namelist paramétdREST MODEL SMOOTHe transition
weight-function is an arc-tangent that is scaled to equalX-a200 and 1 ah + 200. (see function
RESTFILT_WGTfor more info).

5.10.4 Don’t Fool Yourself when PhotoZ-Fitting Simulations

When studying photoZ fits with simulations, avoid fooling yseif with simulations outside the valid
wavelength range. If you use the default light curve modéhesimulation, measurements outside the
valid wavelength range are excluded, and therefore the fitte the same “initialization” advantage in
picking filters as using a spectroscopic redshift. For iggtihotoZ fits, a “wavelength-extended” model
should be used as explained in 85.14. Even with a wavelesgnided model, you can fool yourself
because the same model is used in both the simulation ane ifit;tthence even if the extrapolated

9SeeEP_FFSUM_XXXariables irsnic_fit.car
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model (i.e, below 3200 and above 9500 A fdlCS2k2) is wrong in reality, it is by definition correct
when fitting the simulation. This forced correctness of thigapolated model means that the 1st fit-
iteration using all of the filters is guaranteed to give goesliits. A better test is to fit with a light curve
model that deviates from the simulated model in the extatpdiregions. The 1st fit-iteration should
then produce biased photoZ estimates, and ideally the &kelusion cut will work well enough so that
there is no bias after the 2nd fit-iteration.

5.11 Including the logE) Term in the X2

The default fits minimize the usual functiqh = ¥; AR /0 whereAF is the data-model flux-difference
for observation, ando? is the quadrature-sum of the measurement plus model etfdne. model error
depends on one or more fit parameters, there is a namelishaPOCHI2_SIGMA = T/F) to add in the
extra term, 2Ilfo;). To avoid adding or subtracting large values to gfe the actual term added is
A)(cz,i = 2In(0i /0l whereo!®stis the uncertainty from the previous fit-iteration. Typitglads)(gyi adds
~ 1 to the totaly?, but sometimeszé\)(fIi can be very large (positive or negative) if a fitted uncetiain
undergoes a significant change between fit iterations. Fﬁihs.a/\largeA)((Zji value can be rejected using
the &FITINP namelist variablé&ITWIN_CHI2SIGMA. Values ofA)(czIi can be visually examined with

grep MINUIT fitlog | grep SIGMA | more

DOCHI2_SIGMA=Fby default for fits with a fixed redshift. Currently (snana v9) &e only model
affected by settindpOCHI2_SIGMA=Tis SALT-11 because the model-error depends on the stretch/shape
parameter. For the default fits wibOCHI2_SIGMA=F, the stretch parameter in the error term is fixed
to the value from the previous iteration; it is thereforeaenended to seMFIT_ITERATION=3 for
SALT-11 fits.

For photoZ fitsDOCHI2_SIGMA=Tis automatically set because the model errors change afithe p
toZ sweeps through different rest-frame epochs and wag#ierfor each observation. If a filter is
added after the first fit-iteration thez?tis undefined andx3, is set to zero for this filter. In this case,
LREPEAT_ITERIs set to force a repeat fit-iteration with the added filters tbgic ensures tha.’t)(?ji is
defined for each filter in the last fit-iteration.
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5.12 Optional Redshift Sources

Some surveys may include more than one redshift source suspextroscopic redshifts from an ex-
ternal collaborator (e.g., BOSS redshifts for SDSS tajgets photometric redshifts obtained from

different methods. While theREDSHIFT_FINAL” key specifies the nominal redshift, optional redshifts
and associated typings can be used with the namelist variabl

&SNLCINP
ZEXTRA_SOURCE = 'ZZ7

&END

where ‘ZZZ" is the name of the redshift source. TBEANAprograms will then search each SN data file
for the optional keywords

[ZZZ] _TYPE: nnn # optional

[ZZZ] REDSHIFT_HELIO: 0.04592 +- 0.0002 (Helio) # optiona I
[ZZZ] REDSHIFT_CMB: 0.04500 +- 0.0002 (CMB) # optional

[ZZZ] _END: # mandatory key

where ‘hnn” is the SN type based on using the optional redshift. Thetfirgte keys are optional, mean-
ing that they only need to be specified in data files where sufdnmation exists. The[ZZZ] END: ”
key is required in every data file; if this key is missing, thiegram will abort. Several different sets of
optional redshifts can exist in each data file, but they mligfcaat the end of the header (just before
the first observation).

These optional redshifts may be used only by a list of valersispecified in a global file called

more $SNDATA_ROOT/[SURVEY]/[ZZZ] USERS.LIST
USER: <userl>

USER: <user2>

USER: <user3>

etc

This file-system is not a security system, but is only intehideprevent accidental mis-use.
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5.13 Excluding/Downweighting Filters and Epoch Ranges

Here we discuss options to exclude or down-weight data ifigiee curve fitter. The filter selection
is based on rest-frame wavelength so that a uniform cut cappked to different filter systems. To
globally exclude the rest-frame ultraviolet (UV) regionr £xample, sé8SNLCINP namelist variable

CUTWIN_RESTLAM = 3900. 20000.

which excludes filter(s) whose central wavelength satidfigg/(1+2z) < 3900 A. This option excludes
data as if it were not part of the data file; hence the corredimgnpassband is not used for spectral
warping, Trest CULS, etc ...

One problem with the above option is that there is no way tagxiate the model back to excluded
filter and check data-model fit residuals. To visually mondata-model residuals for the excluded
region, it is better to simply down-weight rather than exiga particular range in wavelength or epoch.
A set of FUDGE_FITERR_XXXsariables allow the user to down-weight arbitrary wavelérand epoch
ranges. Thes&FITINP namelist variables are illustrated in the following exaepl

FUDGE_FITERR_TREST = -20., 100. I rest-frame range (days)
FUDGE_FITERR_RESTLAM = 1000., .3900. ! wavelength range (A )
FUDGE_FITERR_PASSBANDS = 'UBVRI’ I observer filters
FUDGE_FITERR_MAXFRAC = 100. I error -> 10*maxFlux

This example does essentially the same thing as the abongéxasing CUTWIN_RESTLAM = 3900.,
20000. " However, using thUDGE_FITERR_XXXariables means that filters mapping onto the rest-
frame UV region are used in the spectral warping for K-cdraets, and these filters are also used in
the Trest Sampling requirements. In evaluating the lightcurvefitan additional uncertainty of 160
the maximum flux FUDGE_FITERR_MAXXFRAC=100s added in quadrature to each epoch-uncertainty
that satisfies th&@ESTLAMand TRESTwindows, and hence such epochs are effectively excluded fro
the fit. Note thaFUDGE_FITERR_PASSBANDSpecifies the observer-frame filters for which the other
criteria apply. If you set the observer passband$/tahen theRESTLAMandTRESTcriteria are applied
only for observetd and not the other filters. One can therefore choose to dowghivdata based on
filters or based on rest-frame wavelength ranges.

Here is another example in which epochs befefedays and afte#-50 days are excluded for all
filters:

FUDGE_FITERR_TREST = -99,-5.0, +50., 999.
FUDGE_FITERR_RESTLAM = 1000., 20000.
FUDGE_FITERR_PASSBANDS = 'UBVRI’
FUDGE_FITERR_MAXFRAC = 100

Two sets of RESTLAMwindows can be defined in the same that the tWBEST window are defined
above. To downweight all measurements more easily therevarglobal options,

FUDGEALL_MAXFRAC = 0.3 # all epoch, all fit-iterations
FUDGEALL_ITER1 MAXFRAC = 0.3 # all epochs, 1st fit-iter onl y
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where the ITER1” option inflates the errors only on the first fit-iteration. &3 options may be useful
in cases where the data uncertainties are smaller than tlelrawmors, resulting in unstable fits. Inflat-
ing the errors generally results in more stable fits. TAHER1” option is intended to gives a reliable
initial-parameter estimate for the 2nd fit-iteration thaes the nominal uncertainties.

5.14 Rest-Frame Wavelength Range

Each SN model includes a function that returns the validfrashe wavelength range srrange) to
the fitting program. There are two different ways to changeMbsrrange, but note that you can only
make the\esrrangemore restrictivei.e, you cannot arbitrarily loosen theesrrange for a SN model.
The two equivalent namelist options to changeXherrange (A) are

&SNLCINP
CUTWIN_RESTLAM = 2000 , 25000
&END

&FITINP
RESTLAMBDA_FITRANGE = 3500 , 9500
&END

The first option rejects measurements as part of the pragfigelection, and is useful if you want to
apply this requirement without running the fit; i.e., usingyothe snana.exe program. The second
option is applied during the fitting stage.

TheAescranges appear in your log-file as follows,

CUTWIN_RESTLAM = 2000. 25000.
SN-MODEL LAMBDA RANGE: 3200. - 9500.
USER-FIT LAMBDA RANGE: 3500. - 9500.

and again note that thmost restrictiveange is used. If you specify a wide open range such as 1000 to
30000, this simply tells the fitting program to use the ddfearnge.

Finally, if you really insist on changing the defadltsrrange for a particular SN mod&?,you can
modify the default range by editing the file

$SNDATA _ROOT/models/[model-subdir/RESTLAMBDA RANGE .DAT

Such changes should be used with great caution becausé#nge affects all users. Before making
such a change, consider creating a private model-versiennfics2k2.LAM2800 ).

10A]l maintenance warranties are null & void if you change tledadiltAesrrange.
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5.15 Extracting Light Curve Shape from the Fit

The light curve shape, defined as the flux-to-peakFlux rdtid) versus epoch, is determined after
each light curve fit. In principle, this ratio is unity at thpaeh of peak brightness. The residual-ntuple
variable isFPKRAT(ntuple id 7799) and the fortran variables &® FPKRATandEP_FPKRATERRSee
fortran subroutind-PKRATfor example on how to access these arrays.

While the flux values are from the data, the estimate of the fpleaks based on the best-fit model.
The peakFlux estimate can be significantly off, particyldor multi-band light curves that fit one of
the colors poorly. Such peakFlux errors are evident fortlighrves in which the the data points in a
given filter lie well above or below the best-fit model. To gdtedter estimate of the peakFlux, one can
correct for the average data/model ratio in a particularcep@ange. This correction is implemented
using the$FITINP namelist variable

TREST _PEAKRENORM = -10.0, +20. # rest-frame days

which specifies the rest-frame range for which to includechgdn the data/model correction. The
default values are 0,8 no correction. A data/model weighted-average is taken thesepochs within
TREST_PEAKRENORNhe weight {v;) at each epochi® is defined to be

1

W = ,
"7 02 % (|Tres{ + 1)

(15)

whereag;i is the data/model flux-ratio uncertainty based on the datadtror (i.e., ignores the model
error), and 1Tes{ + 1" is an arbitrary factor (in days) used to downweight epoaivay from peak.
To see the peakFlux estimates on the light curve fit (8§ 5.8) flus command

mkfitplots.pl  --h <hisfile> PEAKFLUX
or
PAW > snana#fitres pkf=1

and a pink horizontal line is drawn through the peakFluxneate for each filter and SN. The user is
encouraged to varyREST_PEAKRENORi#d check the sensitivity of the epoch range.
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5.16 Landolt < Bessell Color Transformations

As explained in the first-season SDSS—II results paper (AppeB of arXiv:0908.4274), the nearby
SNe la magnitudes are reported in the Landolt system, bre tive ndJ BV Rl filter responses for this
system. We therefore define color transformations betwkerLandolt system and synthetiBV Rl
magnitudes using Bessell (1990) filter response functiSeg Eqs. B1-B2 in above reference). These
color transformations can be implemented in the fitter whgh &-ITINP namelist flag

1 ! transform rest-frame Landolt model mags -> Bessell90
2 ! transform obs-frame Bessell90 mags -> Land olt
3 ! both of the above

OPT_LANDOLT
OPT_LANDOLT
OPT_LANDOLT

For example, to analyze the JRKO7 sample with MLCS2k20&8t LANDOLT=3to analyze with
SALT-Il, setOPT_LANDOLT=2To analyze ESSENCE data with MLCS2IGRT_LANDOLT=1In the last
case, the ESSENCEI filter response functions are well known, so there is no neagsé Bessell90
filter responses. Note that the 2nd bit should be used oniywiet) BV RIfilter response is not known.
Thus, for example, do not set the 2nd bit for CFA3 & CFA4.

All of the above use BD17 as the primary reference. To use \dat@h4 (3rd bit) to eacBPT_LANDOLT
value. You are also responsible for using the appropriat®ifection file with the matching primary
reference.
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5.17 Interpolating Fluxes and Magnitudes

There are two methods for interpolating the SN flux at a paldicobservation time (MJD). The first
method is to use the generic 'any-LC’ function from 85.4, dmeltecond method is to use an SN la light
curve model. For either method prepare a two-column fileltbtsteach SNID and MJD to interpolate.
To interpolate all SN at a particular MJD replace the SNIDhitie keyword ALL. In the following
example of a two-column input file,

1 53616.0
2 53610.0
2 53626.0
ALL 53640.0

one epoch is interpolated for SN 1, two epochs are interpdl&ir SN 2, and one epoch (53640) is
interpolated for all SNe. Specify input and output files witie following&SNLCINPnamelist variables,

SNMJD_LIST_FILE = 'KECK-SDSS.LIST’
SNMJD_OUT_FILE = 'KECK-SDSS.OUT’

Errors on the interpolated fluxes account for the errors andigances among the fitted parameters.
The interpolated results are dumped into a human-readaiyeiofile with keywords to simplify pars-
ing. To interpolate the flux at peak brightness, specify MJDig theSNMJD_LIST FILE.

The “any-LC” function is recommended in most cases since @lehis fit separately and since
a more general class of light curve shapes can be accurdteldte that you must rusnana.exe
instead ofnlc_fit.exe I The &SNLCINP namelist parameters are

OPT_SETPKMJD = 1 # fit with any-LC function
OPT_LCPLOT =1 # make plots for PAW > snana#fitres .

Filters can be ignored, for example, settiB@CUT_SNRMIN = 'g 99999 r 99999' to skip theg and
r bands.

When fitting with an SNIa model (2nd method) it is recommendasiit & single passband by either
specifying one passband with tREITINP namelist variabl&ILTLIST_FIT , or by downweighting the
other passbands using tREDGE_FITERR_XXXoptions (85.13). The latter is recommended because
some SNIla models return garbage if only one filter is includgtus, to interpolate the flux in each of
thegriz passbands, four separate fits should be done. THiEP namelist parameters to interpolate
g-band by downweighting the other bands are as follows:

FILTLIST_FIT = ‘griz’

FUDGE_FITERR_TREST = -20. 80. 0. 0.
FUDGE_FITERR_PASSBANDS = 'riz’
FUDGE_FITERR_MAXFRAC = 100.
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Note that you can use command-line arguments (812.2.1)ite awrapper that loops over the filters,

snic_fitexe myfitnml  FUDGE_FITERR_PASSBANDS riz SNMJD ~_OUT FILE g.OUT
snic_fitexe myfitnml  FUDGE_FITERR_PASSBANDS giz SNMJD ~_OUT FILE r.OUT
snic_fitexe myfitnml  FUDGE_FITERR_PASSBANDS grz SNMJD ~_OUT FILE i.0UT
snic_fitexe myfitnml  FUDGE_FITERR_PASSBANDS gri SNMJD ~_OUT FILE z.OUT

5.18 Fitting Rest-Frame Peak-Magnitudes and Colors

There are two ways to define rest-frame peak magnituliés: (1) from the best-fit model and 2) the
true mag. While the former is trivial to obtain after fittingight curve, the resulting rest-frame colors
are simply pegged to the SNIla model and may not reflect vanatirom intrinsic scatter. The triéd*
and associated colors include intrinsic variations. Thistisn focuses on obtaining the trie and
colors by specifying the followingFITINP options forsnic_fit.exe ,

FILTLIST_FITRESTMAG = 'UBV’
LAMEXTRAP_FITRESTMAG = 250 ! (A) allow this much rest-frame extrapolation
LUMIFIX_FITRESTMAG = -0.2 ! => fix LUMIPAR for PEAKMAG calc

The kcor/calibration file must include these extra (UBVgiitt in addition to the observer-frame filters.
EachM( g is determined by fitting only the two nearest observer-frdraeds that bracket the rest-
filter in Wavelength LAMEXTRAP_FITRESTMA@Ilows wavelength slop in defining the observer-frame
filters, and increases the redshift range for which all of Mygg,, can be determined. For example,

suppose that the bluest observer-frame filtgrtignd with a central wavelength d§ = 4800 A, and the
rest-frameU band has\y = 3600 A. If LAMEXTRAP_FITRESTMAS 0 (default) then the minimum red-
shift for whichM(; can be determined &, = 4800/3600— 1 = 0.333; withLAMEXTRAP_FITRESTMAS
250 A we havezmin = 4800/(3600+ 250) — 1 = 0.247. Similar logic is applied to the reddest filter.

The fitting for each SN proceeds as follows. The fitdEfT_ITERATION ” fit-iterations are used to
determine the time-of-peaky] and stretch parametexf from a fit to all of the observer-frame bands.
One additional fit-iteration is then performed for eddh using only the two nearest bands, holdtag
ands fixed from the global fit. The floated color and distance patanseprovide the flexibility to fit
both observer-frame bands. After each two-bantfitis computed as follows,

M% = modelMadTx, to, So, color, distance — (16)

whereTy is the filter-transmission for filteX = U,B,V, ands is replaced by UMIFIX_FITRESTMAG
if this namelist parameter is sqt; is the calculated distance modulus using the known redshdtan
assumed cosmology. The subtractiorupis done so that thily have reasonable values (19), but
it has no impact on the rest-colors since the samis subtracted for each (UBV) filter. After all of
the two-band fits are done, a final fit-iteration is performsuhg all of the filters so that the analysis
variables Kdof , SNRMAXFITPROB, etc ...) correspond to the global fit.

The rest-mags are written to the fitres-fileM& XandERRMO_Xvhere X are the rest-filter character
names (U,B,V)&SNLCINPnamelist variabl€UTWIN_SNRMAX2 applied to the maximum S/N for each
filter in each 2-band fit.
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5.19 Selecting Telescope, Field and SNe

Here are example namelist options to select a telescope afiel SNe to process:

SNTEL_LIST = 'SDSS’ I list of telescopes
SNFIELD_LIST = '82S" , '82N" ! list of fields to process
CUTWIN_NFIELD = 1, 99 I number of overlapping fields
CUTWIN_CID = 700, 2000 I Cand-ID range to process
SNCID_LIST = 5944, 10550 ! list of SN to process
SNCCID_LIST = '5944' '10550" ! same as above
SNCID_IGNORE = 4524, 8151, 7017 ! list of SN to ignore
SNCCID_IGNORE = '4524’, '8151’, '7017" ! same as above

The list of valid telescopes and fields is ISNDATA_ROQBURVEY.DEF and you can select multiple
telescopes and fields as illustrated above BNMFIELD _LIST . If you do not specifySNTEL_LIST or
SNFIELD_LIST , then all telescopes or fields are processed by defaultefibrey, use these options only if
you want to select a subset. If you select an invalid telescoiield, the code abortSUTWIN_NFIELD
selects the number of overlapping fields. For example, tecs&DSS SNe that overlap both 82N &
82S, seCUTWIN_NFIELD = 2, 2;i.e., require two overlapping fields.

The principle method for selecting SNe is the namelist \@ei@UTWIN_CID(CID = Candidate ID).
If the SNe are identified by integers, as in the SDSS-1I sythreanCUTWIN_CIDsimply selects th€ID
range. If the SNe are identified by character strings, they #re given internallD values 1,2, ... up
to the number of SNe. If you have 100 SNe defined as charactegstthen seCUTWIN_CID = 1,
100. You can always open this window (1, 100000) to ensure th&MNé& are processed. In addition
to theCID range, you can specify a specific list of SNe to proc&8kC(D_LIST and/orSNCCID_LIST)
and a specific list of SNe to ignor8NCID_IGNOREand/orSNCCID_IGNORE Both of these lists can be
specified as integer or string. If SNe are specified WtITWIN_CIDand a list, then all specified SNe
are processed; i.e., the logical-AND of all SN-selection pfocess only those SNe in tBECID_LIST,
you must explicitly seCUTWIN_CID = 0,0.

In the “_LIST ” variables, a zero or blank acts as a terminator. For exanSpl€ID_LIST = 5944,
0, 1032, 10550 would process SN 5944 and ignore the rest.

5.19.1 Quickly Analyzing a few SNe from a Large Sample

This section is for the text-output option onyQRMAT_MASK = 1 or 2

It is often useful to select a few SNe for fitting and analysisch as for debugging a particular
problem. From 85.19 above, the namelist variaBNCID_LIST can be used to select an arbitrary
subset, but thenana.exe andsnlc_fit.exe programs must read every SN data file up to the point
where each SN in the list has been found. The time to simply tleese data files can be relatively slow
(~ minute) if a large number of data files must be screened. Tairethe data files more quickly, a
temporaryDEBUG_XXXrersion can be created whegXare your initials or some other identifier. Just
three files need to be created:
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$SNDATA_ROOT/Icmerge/DEBUG_XXX.README
$SNDATA_ROOT/Icmerge/DEBUG_XXX.IGNORE
$SNDATA_ROOT/Icmerge/DEBUG_XXX.LIST

and for simulations replacdcmerge ” with “SIM” and create a sub-directoi§iM_DEBUG_XXXwith
the appropriate files. Th&NOREandREADMHiles can be blank. TheIST file contains the name of
each data file to analyze. You can then analyze this debugpweny specifyingdSNLCINP namelist
variables

VERSION_PHOTOMETRY = 'DEBUG_XXX’
CUTWIN_CID = 1, 100000

and there is no need to specBNCID_LIST .

5.20 Mag-Shifts in Zero Points and Primary Reference Star

The snic_fit.exe program provides an interface to modify zero-point offsetswell as the mag-
nitudes of the primary reference star. The primary magmeisudan be adjusted using the&SELCINP
namelist option

MAGOBS_SHIFT_PRIMARY
MAGREST_SHIFT_PRIMARY

'B .02 V .02
'B .02 V .02

which shifts the primary mags by 0.02 fBrandV in the example above. Note that separate strings
are used for the observer-frame and rest-frame to allowhi@iseme filter-character to be used in each
reference frame. This option is equivalent to re-genegdtie K-correction tables with these shifts, but
the MAG[OBS,REST]_SHIFT_PRIMARY option is much quicker since you can use the same K-correctio
tables.

For the zero-points, there are two ways to introduce shiiite first method is to specify the offsets
in a file, ZPOFF.DAT, located in thdilters sub-directory. For the SDSS AB-offsets, the file location
is

> more SNDATA_ROOT/filters/SDSS/ZPOFF.DAT
u -0.037 g 0.024 r 0.005 i 0018 z 0.016

If ZPOFF.DAT does not exist, the shifts are zero. This method is useddodsirdized shifts.
The second option is designed to probe the uncertainty izeh@ point offsets; an arbitrary shift
can be specified with the 8NLCINP namelist string

MAGOBS_SHIFT_ZP ="'g .02 r .02 i .02

Note that the shifts iZPOFF.DAT and MAGOBS_SHIFT_ZPare added so that you make well-defined
shifts relative to the standard shiftsZAROFF.DAT.
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5.21 Fudging theFLUXCALOffsets and Uncertainties

Filter-dependent offsets and errors can be added to theratdd fluxes using the followin&SNLCINP
namelist variables

FUDGE_FLUXCAL_OFFSET = 'u -06 g 04 r 12 i -37 z 22
FUDGE_FLUXCAL_ERROR ='u24 g-12 rd44 i19 1z -22

These fudges should be used for systematic studies onlyigsemt changes should be made in the data
files. The error fudges are added/subtracted in quadraagedon the sign 3JUDGE_FLUXCAL_ERROR

5.22 Updating the Filter Transmission for each SN

In 2009 the SNLS reported that their filter transmission aelseon the focal plane positidh. While
their transmission function depends only on the radius fitteecenter, in general the SN filter transmis-
sion can be unique for each SN. Using 8MANAfitting program, an SN-dependent filter transmission
can be specified, although it is assumed that each tranemigsiction is the same for all epochs. This
feature is invoked by specifying an 'update’ directory fréme $SNLCINP namelist as follows:

FILTER_UPDATE_PATH = 'MYPATH’

MYPATHcan be a subdirectory undeB8$DATA _ROOT/filters , or MYPATHcan be the full directory
name; both directories are checked, with the former havimgyipy. This directory must contain an
instruction file calledFILTER.INFO °, along with a filter transmission text-file for each SN. Ratthan
giving an explicit list of filter-transmission filenamesgthiNFO file specifies the naming conventions
for the filter-transmission directories and files:

FILTER_SUBDIR: filters-{SNID}
FILETRANS_SN: SNtrans_*.dat
FILETRANS_REF: REFtrans_*.dat

The first key specifies the sub-directory name for each sdteftiiansmissions, and the directory name
depends on the name of each SN. The next two keys specifyatientission filenames residing within
eachFILTER_SUBDIR. The star (*) represents the 1-letter representation fohddter. For example,
the SNLS filenames would H&Ntrans_g.dat , SNtrans_r.dat , etc. The fillter transmission can be
different for the SN and for the primary references (REF)wdwer, if only one set of transmissions
is specified (either SN or REF), then these transmissionsised for both the SN and the primary
reference.

WARNING: currently this filter-update feature works onlyrfihe SALT2 model; perhaps a future
SNANAversion will work for rest-frame models that use K-correas.

11Regnault et al A&A 506 , 999 (2009).
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5.23 Analysis Ntuples

Analysis variables and fit-parameters are reported in s¢d#fferent CERNLIB ntuples set by the fol-
lowing namelist flags:

&SNLCINP
LTUP_SNANA =T I 7100: snana analysis variables
LTUP_SKY =F I 7101: moon, PSF, noise vs. filter and epoch
LTUP_PHOTOMETRY = F ! 7200: photometry for all epochs & filte rs
&END
&FITINP
LTUP_FITRES = T | 7788: analysis variables + fit-parameters
LTUP_RESIDUAL =T ! 7799 data-model residuals vs. epoch & fi Iter
&END

The default values (T or F) and ntuple id-numbers are givavabTheSNANAtuple (7100) is limited,
but is useful to quickly study selection criteria withouhning fits (i.e., settin@\FIT_ITERATION = 0
in the &SNLCINP namelist). Ntuple 7788 is the main analysis-ntuple with enitvan 100 variables, and
ntuple 7799 is used to study light curve residuals, and toetate flux-residuals with epoch, passband,
PSF, sky-noise, photometry flag, etc ... To extract ntupteale into a text file, see §12.1.2. When
viewing the residual ntuple (7799) make sure to reqUBEFIT=1 to see the data-residual$SEFIT=0
corresponds to artificial epochs at peak brightness.

The fit-analysis ntuple (7788 above) includes the follow&f¢gTNML options,

OPT_NTUP_FITRES
OPT_NTUP_FITRES
OPT_NTUP_FITRES

1 !include accepted + rejected SN
2 !include only fitted filters (default= all filters)
3 ! both options above

By default the fitres-ntuple includes only those SNe thashe selection criteria, and all filters are
included even if a subset is selected for fitting. Beware ttmafitres-ntuple is NOT case sensitive, and
therefore ntuple variables suchMe&poch_U andNepoch_u cannot be distinguished.

5.24 Analysis Alternative for those with HBOOK-phobia

The snana variables and fitter results are packedHBOOKhistograms and ntuples. At the end of
each job, these histograms and ntuples are written intoggedtBOOKile, more commonly known as
a “histogram” file (hence the common extension, “.his”). Ttiéities to create and access histogram
files are part offERNLIB. Fortran routines are available to access histogram ctsxteom a compiled
program, an®PAW? is a well-known interactive program to analyze the contefitsn HBOOKile, and

to make plots. If you have little or no knowledgeHBOOKandPAW and you are terrified at the prospect
of being forced to learn these ancient (i.e., 20’th centanyalysis tools, this section explains some

12pAWE Physics Analysis Workstation
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simple alternatives on how to analyze the fitter outputs bypsy translating the ntuple contents into
column-formatted text files.
First, to see each light curve, best-fit model, and fit-patamserun this script,

> mkfitplots.pl  --h snlc_fit.his

which creates one postscript file showing the light curve ridd aesults for each SN, and another
postscript file showing the marginalized distributionsdach fit-parameter.

Analysis variables are stored in ntuples (85.23) which eadumped into text files as explained in
8§12.1.2.

5.25 Monitoring Fit-Jobs with “grep”

If you pipe the fitter screen dump to a log file, the ungrep ” command can be used to quickly monitor
progress during the fits, as well as after the fits have comglekhis is particularly useful when many
fit-jobs are run in parallel so that you can monitor progress @eatch aborts. Many screen outputs are
explicitly designed to help monitor the job status. Belo@ some examples of useful grep-commands
to run. A dagger {) indicates those commands that work only when the fit-jobfiméshed. Note that
adding | wc " to the end of a grep command will count the number of entries.

e grep GRACE fittlog T
lists the unique stringENDING PROGRAM GRACEFUItbYidentify and count jobs that have fin-
ished.

e grep " ABORT " fit*.log T
identifies jobs that have aborted. Note the blank space deafwt afteABORTto distinguish from
namelist variables that includBORTas part of the name.

e grep "after snana" fit*.log T
shows the number of SN before and aff&lANAcuts.

e grep “after fit" fit*.log T
shows the number of SN after fitter cuts.

e grep "PROCESS TIME" fit*.log T
shows total processing time.

e grep "PASSES FIT" fit*.log
lists each SN that passes fit cuts.

e grep "Cuts REJECT" fit*.log
lists each SN rejected by SNANA cuts.

e grep "FAILED FIT" fit*.log
lists each SN rejected by fitter cuts.
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e grep ":DLMAG" fit*.log | grep pdf
lists the marginalized luminosity distance for each fitigtii curve. Works for any fit-parameter:
AV, DELTA, PEAKKMJD, PHOTOZDon't forget to include the colon, or you will be overwheldhe
by the screen dump.

e grep "DLMAG" fit*.log | grep fitpar
lists the minimized luminosity distance for each fitted tighrve.

e grep MARGINALIZATION fit*.log | grep TOTAL
grep MARGINALIZATION fit*log | grep PRIOR
grep MARGINALIZATION fit*.log | grep DATA
returns marginalize®?, Nqof and fit-probabilities for each SN.

e grep "MINUIT MIN" fit*log | grep TOTAL
grep "MINUIT MIN" fit*.log | grep PRIOR
grep "MINUIT MIN" fit*log | grep DATA
returnsMINUIT -minimizedyx?, Ngot and fit-probabilities for each SN.

5.26 User SN Tags
User-defined SN tags can be specified with&S58ILCINP namelist variable

&SNLCINP
USERTAGS _FILE = ’'mytags.dat’

&END

more mytags.dat
SN: 1032 1
SN: 2033 1
SN: 2490 1
SN: 3088 2
etc ...

and thes@&JSERTAGNdices will appear in the analysis ntuples. These tags reayskful, for example,
to label SNe confirmed by a particular telescope.
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6 Private Options

6.1 Private SNON1A_ROOT

Instead of using the publicSBIDATA_ROOTor the non-la templates, a privatgNON1A_ROOTarea can
be used for developing non-la templates, or using propgid¢tamplates. ThiSNON1A ROOdirectory

is essentially a duplicate oB8IDATA_ROQ®but includes only the information needed to simulate ren-I
SNe. Depending on whether you choose tHGN1A or “nonla” model, the required private directories
are

mkdir $NON1A ROOT/snsed/NON1A  # for “GENMODEL: NON1A”
mkdir $NON1A_ROOT/snsed/nonla  # for “GENMODEL: nonla”
mkdir $NON1A_ROOT/kcor/nonla # idem

mkdir $NON1A_ROOT/filters # idem

mkdir $SNON1A_ROOT/standards # idem

The NON1Amodel needs only one directory containing the SEDs, whientinla model needs more
directories to generate and store the K-correction talflesthenonla model, the K-correction tables
must be generated as described in §4.5.1.

You can specify$NON1A ROO®Rither by setting an environment variable in your sessiarhyo
adding the sim-input key

NON1A ROOT: /my private_nonla_dir

The sim-input key above takes priority over the value of ther®nment variable.

6.2 Creating Your Private Fitter: “ snlc_fit_private.exe ”

Here we describe a simple way to add your own fortran code timosnana program or fitter, such
as writing out specific information to a text file, calculatia quantity that is not available, or testing
modifications to the public code. There are two steps to icrggbur own private executable:

> cp $SNANA_DIR/src/snana_private.cra .
> snmake.pl shana_private

or
> cp $SNANA_DIR/src/snlc_fit_private.cra .
> snmake.pl snlic_fit_private

should resultin a private executable file in your direct@nana_private.exe orsnlc_fit_private.exe
Now run your private version,

Jsnana_private.exe myinput.nml
or
JIsnlc_fit_private.exe  myinput.nml
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You can edit your private version efilc_fit_private.cra and modifyUSRINI, USRANAARNdUSREND
The sampléJSRANAhows how to access fit results, and how to access informiaii@ach epoch used
in the fit. You can also re-name the code to any other name, asiahyfit.cra’, and then compile an
executable with the commandrmake.pl myfit " to produce the executable fitayfit.exe

In addition to adding private code into thiSR[INI,ANA,END] routines, you can also modify the
official public code. Copy any subroutine frdBBNANA_DIR/src/snana.car  orsnlc_fit.car , paste
it into your privatesnlc_fit_private.cra , and then make modifications. Once these changes are
fully tested, you can request that the modified routine(sjniséalled into the next public release of
SNANA Your changes may be included as the default, or they may &i&hble to other users via input
namelist flags. Note that modifications can also be made bgkaige out the entireSNANAproduct
from CVS. You are welcome to check code out of C\8s(co ), but please do NOT check code in
without contacting th&€NANAmanager. Working witlsnic_sim_private.cra should be much easier
than working with the entir€NANAproduct.

WARNINGS:

e Do not trap yourself into an obsolete versionSOANAIf you have lots of private code that is not
integrated into the publiSNANA

¢ If you find yourself doing lots of cutting & pasting as part afyr analysis, this is a bad sign: ask
for help!

e If you find that you are doing lots of tedious/redundant opers, ask for help. Often adding
just a few lines of code intBNANAcan greatly simplify your analysis procedure.

6.3 Private Data Path: PRIVATE_DATA_PATH

After creating or translating a new version of light curviéss useful to run tests before copying these
files to the public/official are&SNDATA ROOT/Icmerge. SNANAand fitter jobs can read data from a
private directory as follows:

&SNLCINP
VERSION_PHOTOMETRY = 'myVersion’
PRIVATE_DATA_PATH = 'myDir

&END

The version myVersion ” will be read from “myDir ” in exactly the same way that it would have been
read from$SNDATA_ROOT/Icmerge. Users are cautioned to use this feature only for testing nax as
long-term data storage for your analysis.
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6.4 Private Model-Path: $SNANA_ MODELPATH

For a given SN model in the simulatioGENVERSION or in the fitter FITMODEL_NAME the model
parameters are assumed to reside in

$SNDATA ROOT/models/SALT2/*
$SNDATA_ROOT/models/mlcs2k2/*
$SNDATA_ROOT/models/snoopy/*
$SNDATA_ROOT/models/SIMSED/*
etc ...

While these public directories are intended for stable mmydeprivate Setenv. SNANA MODELPATH
directory can be defined for testing models that are not Iskgitéor public release. If this user-
defined environment variable exists, then the model is asduim be under this path. For example,
SALT2.Guy07 would be read from

$SNANA_MODELPATH/SALT2.Guy07

6.5 Private Variables in Data Files

Private variables can be included in data file headers agréited by the following example,

PRIVATE(HOST PROPERTY): 43.22
PRIVATE(PHOTOFLAG): 439
PRIVATE(SEARCH_TYPE): 27

These 'PRIVATE’ keys must appear in the header before the bgrve (MJD) observations. These
variables are included in the FITS-translated data file @&%5). Using a private fitter option (86.2),
the value of any private variable can be accessed from thaitum

REAL*8 GET_PRIVATE VALUE ! declare function
DVAL = GET_PRIVATE_VALUE(varName,0) ! do not abort on error
DVAL = GET_PRIVATE_VALUE(varName,1) ! abort on error

wherevarName is the name of any private variable. Note thatName can be simpl\HOST _PROPERTY
or it can be PRIVATE(HOST _PROPERTY). For public data releases we recommend NOT including
private variables, although new standard variables camdedaalong with code to use them.
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7 Adding a New Survey

Starting withSNANA v6_00you can add a new survey without modifications to the softwBremary
SEDs, primary magnitudes and filter transmissions are dgfireeK-correction files, even for models
like sALT-1I that do not use K-corrections (but still use primary SEDs arapnitudes). A filter is
defined by a single character to simplify the handling of aemwdriety of output variable names that
append the filter string (i.eMAGTO _[filter] ), and to simplify output formatting. While th&NANA
filter definition is limited to the 1-character strings abpaebitrary filenames can be used to define the
filter transmissions. There are 62 allowed filter-characté-Z, a-z, and 0-9SNANAversions prior to
v9 00 allowed only the legacy filtensgriz, UBV RI, Y JHK, along with 0-9. Additional filter-characters
will be allowed when we all switch to using Chinese keyboaldsre are the steps for adding a new
survey:

1. Add your survey and telescope to the filBNDATA_ROOT/SURVEY.DERCheck if your survey
and/or telescope is already defined before making changes.

2. Add new filters in SNDATA_ROOT/filters . The wavelength spacings for the filter transmissions
must be uniform. If the wavelength spacings are large (sévemdred A) you should prepare a
finer-binned filter set using an appropriate interpolatitgoathm.

3. Generate K-correction tables usikmr.exe '3 and see §7.1 for rules about filter names. You
can leave your private K-correction table(s) in your dioggtwhere you run other jobs, or you can
share official K-correction tables irB§DATA _ROOT/kcor/ . For initial testing, use a very course
grid so that the tables are built quickly. Once the simulatmd fitter are working, you can
generate the K-correction tables with a finer grid. The ggidantrolled byREDSHIFT_BINSIZE
andAV_BINSIZE . WARNING: you must generate a K-correction file even if yoarpto run an
observer-frame fitter such &aLT-11 that does not use K-corrections; in this case kbor:exe
mykcor.input SKIPKCOR ” so that the K-corrections are skipped, but the filters anchary
SED are included. Finally, for rest-frame models that useokrections, there is a limit of 10
rest-frame filters and 62 observer-frame filters. For obseframe models such a\LT-11, the
limit is 62 observer-frame filters.

4. If you wantto generate simulated samples, you need t@peepsimulation library. See examples
in $SNDATA_ROOT/simlib . This is usually the most difficult part of setting up a newwsayr

5. Check for an adequate rest-frame model to describe thersayzelight curve.

6. If you plan to add new data files, use an existing data veraga template. To see existing
versions do td $SNDATA_ROOT/Icmerge ; Is *README ”. The minimal information needed
is shown in versionESSENCE_WVO0& SNLS_Ast06 ; the maximum information (for systematic
studies) is shown in versioBDSS_HOLTZ08 The light-curve fitter useBLUXCAl= 1011-04m)
The scale-factor of 18 is arbitrary; you can change it, but then your distance miodill all
have a common offset, although the final cosmological pat@mmare not affected by the choice

13sample kcor-input files are inSSIDATA_ROOT/analysis/sample_input_files/kcor.
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of scale-factor. Use a well-measured data point in eaclr filteget theFLUXCAL/FLUX ratio,
and then conveLUX — FLUXCALfor each measurement. If you try to convert magnitudes to
FLUXCAL you will have problems for small & negative fluxes.

7. To distribute survey-dependeBNDATA_ROOTiles among collaborators working on different
computer systems, see §12.2.2.

8. Modify a sim-input and fitter-input file by substitutingwyosurvey and filters. Good luck. And
don't forget to send me a post-card about your experience.

7.1 Filter Names and Rules for K-corrections

The filter names defined in the K-correction input file can bglaing, but only the last character (A-
Z,a-z,0-9) is propagated into the simulation and fittinggpamn. Thus, the following filter-names are
all translated intog’: SDSS-g, SDSSg, SDSS2.5m-g.

Filters are identified and stored separately for rest-frame observer-frame. The reference frame
is implicitly defined by KCOR entries such as

KCOR: Bessel-B  SDSS-g K Bg

which defineB as a rest-frame filter anglas an observer-frame filter. If a filter is not used in a KCOR
entry (such as for the SALT-Il model), then it is assumed tab®bserver-frame filter.

Each rest-frame filter must have a unique last charactergaod observer-frame filter must have a
unique last character; however, the same last charactdrecased in both the rest and observer frames.
For example, consider filter sets CSP-[ugri] and SDSS-[udiijese two sets cannot both be defined
as observer-frame filters in the same K-correction file, Ingt et can be used for rest-frame filters that
describe a light curve model, and the other set can be usdbddarbserver-frame. The K-corrections
defined after theKCOR? keyword define which filters are used for rest/observerdea

Consider the following example that uses the same filter cter’.

MAGSYSTEM:  VEGA (define mag system for filters below)
FILTSYSTEM: COUNT

FILTER:  ACS_WFC_F435W-B ACS_WFC_F435W.dat

etc

MAGSYSTEM: VEGA

FILTSYSTEM: ENERGY  (“ENERGY” => Trans -> Trans/lambda)
FILTER: Bessell-B Bessell90_B.dat 0.021

etc ...

If no K-corrections are defined, th&1is defined twice as an observer-frame filter andstiie fit.exe
fitting program will abort because of the ambiguity. Howeviest K-correction is defined using Bessell-
B as a rest-frame filter, thehCS_WFC_F435W-Bs the unambiguous observer-frafBéand filter.
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8 Photometric Classification:psnid.exe

A separate program calleghsnid.exe " (Photometric SN id) performs photometric classificatia u
ing light curve templates. This program has the sa&88LCINP namelist as thesnana.exe and
snic_fit.exe programs so that reading light curves and applying seleatsmuirements is done
the same way. Instead of defining&&ITINP namelist for thesnic_fit.exe program, there is a
&PSNIDINP namelist with declarations and definitionsS8BNANA_DIR/src/psnid.car . Thepsnid.exe
architecture allows for arbitrary methods based on SNla@@demplates. The templates are created
with the simulation programs(lc_sim.exe ) as described in 84.27. The currgshid.exe method

is based on [9], and is called “Bayesian Evidence with Supexiemplates” (BEST); other methods
can be added intpsnid.exe  using either C or fortran functions. Example namelist filesia

$SNDATA_ROOT/analysis/sample_input_files/psnid

and the main namelist keys are as follows

&PSNIDINP
METHOD_NAME = '‘BEST
FILTLIST_FIT = ‘griz’
OPT_ZPRIOR = 0 I 0=flat, 1=Zspec, 2=Zphot(HOST)
FITRES DMPFILE = 'PSNID_DES.fitres’ ! text-output (one ro w per SN)
PRIVATE_TEMPLATES_PATH = 'myDir' ! optional private path f or templates

TEMPLATES_SNla = 'GRID_DES_SALT2.FITS’
TEMPLATES_NONIla = 'GRID_DES_NONIA.FITS’
etc ...

The default template location 8NDATA_ROOT/models/psnid  unlessPRIVATE_TEMPLATES_PATls
specified. In addition to these control keys, there are mamiables (se@snid.car ) to control the
detailed behavior of the classification algorithm.

The multi-core distribution script (812.4.1) can be usethim same manner as fenlc_fit.exe
by simply specifying an additional key

JOBNAME_LCFIT: psnid.exe

at the top of the namelist file.
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9 Light Curve Models

Here we discuss some of the available light curve modeldfsimulation and fitter. This is only brief
a technical discussion on how to use the modelSNANA a reference for each model is provided for
more details. For each model “MMM” there is a dedicated maliielctory,

$SNDATA_ROOT/models/MMM

containing one or more versions of the model. The fiM.default points to a default version if
a generic model name (e §ALT2, mics2k2 , snoopy ) is specified. Any model version can also be
selected. Examples of model selection are

GENMODEL: MMM # sim-input; use what's in MMM.default
GENMODEL: MMM.vO1 # sim-input; use this version

FITMODEL_NAME
FITMODEL_NAME

‘MMM’ I fit-input; use what's in MMM.defaul t
'MMM.v02" ! fit-input; use this version

In the sub-sections belowxxx ” refers to a floating point number that must be specified by the
user. In general, each simulated parameter “XXX” is spetifig three input keys: 1GENMEAN_XXX
2) GENRANGE_XXXand 3)GENSIGMA_XXXThe GENSIGMAey has two values to specify an asymmetric
(or symmetric) Gaussian distribution. TBENRANGEalues truncate the distribution.
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9.1 MLCS2k2

Reference: Jha, Riess, Kirshnagd 659, 122 (2007).
Simulation input keys fosnlc_sim.exe

GENMEAN_DELTA: XXX # shape/luminosity parameter
GENRANGE_DELTA:  xxx XxX
GENSIGMA_DELTA:  xxx XXX

GENMEAN_RV: XXX # CCM89 dust parameter
GENRANGE_RV: XXX XXX

GENSIGMA_RV: XXX XXX

GENRANGE_AV: XXX XXX # CCM89 V-band extinction
GENTAU_AV: XXX # dN/dAV = exp(-AV/xxx)

&FITINP namelist variables fasnic_fit.exe

1 ! Use CCM89 + ODonnel94 update

4.1 ! scale cov matrix

1 ! 1=>transform Bessell90 <=> Landolt with co lor transf.
I 3=> same for mics model & nearby-Landolt mags

OPT_SNXT
SCALE_COVAR
OPT_LANDOLT

OPT_PRIOR_AV =1 ! 0=> switch off AV prior

NGRID_PDF = 11 ! marginalize NGRID per variable (0 => fit min o nly)
NSIGMA _PDF = 4 | initial guess at integration range: +- 4 sigm a
OPT_SIMEFF =1 ! use simulated eff as part of prior

PRIOR_AVEXP = 0.3 ! tau of exponential AV prior

PRIOR_AVRES = 0.005 ! smooth Gauss rolloff for AV<0.

PRIOR_MJDSIG = 10. ! Gauss prior on MJD at peak

INISTP_RV = xxx ! 0 => fix RV to INIVAL_RV

INIVAL_RV =22 !

INISTP_AV = xxx ! 0 => fix AV = INIVAL_AV in fit; else float

INIVAL_AV = XXX

INISTP_LUMIPAR = xxx ! 0 => fix DELTA to INIVAL_LUMIPAR; else float
INIVAL_LUMIPAR = xxx

PRIOR_DELTA_PROFILE = xxx, xxX, XXX, xxx ! grep snlc_fit.ca r for details
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9.2 SALT-II

Reference: J. Guy et aA&A 466, 11 (2007).
Simulation input keys fosnlc_sim.exe

GENMEAN_SALT2x1:  Xxxx I stretch parameter
GENRANGE_SALT2x1: XXX XXX
GENSIGMA_SALT2x1: xxx Xxx

GENMEAN_SALTZc: XXX I color parameter
GENRANGE_SALT2c:  xxx XXX
GENSIGMA_SALT2c:  xxx  XxX

# mag = mB* + alpha*x1 - beta*color
GENMEAN_SALT2BETA: 3.2 ! color coeff
GENSIGMA_SALT2BETA: 0 0 ! default is no beta smearing
GENRANGE_SALT2BETA: 0 5 ! restrict if SIGMA is non-zero

GENMEAN_SALT2ALPHA: 0.11 ! x1 coeff
GENSIGMA_SALT2ALPHA: 0 O I default is no alpha smearing
GENRANGE_SALT2ALPHA: 0 .3 ! restrict if SIGMA is non-zero

&FITINP namelist variables fasnic_fit.exe

SALT2alpha = xxx ! used only to compute mu - muref

SALT2beta = xxx ! idem

INISTP_COLOR = xxx ! 0 => fix color to INIVAL_COLOR; else floa t
INIVAL_COLOR = xxx

INISTP_LUMIPAR = xxx ! 0 => fix x1 to INIVAL_LUMIPAR; else flo at
INIVAL_LUMIPAR = xxx

PRIOR_MJDSIG = xxx I Gaussian prior on MJD at peak
PRIOR_LUMIPAR_RANGE = xxx, xxx ! flat prior on x1 (prevents c razy values)
PRIOR_LUMIPAR_SIGMA = xxx I Gauss rolloff at edges of flat pr ior
SALT2_DICTFILE = 'xyz' ! output formatted for original hubb lefit

OPT COVAR = 0 ! 0 => COV-diag only
I'1 => COV fixed during fit
I 2 => COV re-calculated for each chi2 in fit
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Note that théNISTP_XXX andINIVAL XXX parameters are specified only to fix these parameters in the
fit. If not specified, these parameters are floated in the fit.
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9.3 SNooPy

Reference: C. Burns et al., arXiv:1010.4040.
Simulation input keys fosnlc_sim.exe

GENMEAN_DM15: XXX # shape/luminosity parameter
GENRANGE_DM15:  xxx Xxx
GENSIGMA_DM15:  xxx  Xxx

GENMEAN_RV: XXX # CCM89 dust parameter
GENRANGE_RV: XXX XXX

GENSIGMA_RV: XXX XXX

GENRANGE_AV: XXX XXX # CCM89 V-band extinction
GENTAU_AV: XXX # dN/dAV = exp(-AV/xxx)

&FITINP namelist variables fasnic_fit.exe

OPT _PRIOR_AV =1 ! 0=> switch off AV prior

NGRID_PDF = 11 ! marginalize NGRID per variable (0 => fit min o nly)
NSIGMA_PDF = 4 linitial guess at integration range: +- 4 sigm a
OPT_SIMEFF =1 1| use simulated eff as part of prior

PRIOR_AVEXP = 0.3 ! tau of exponential AV prior

PRIOR_AVRES = 0.005 ! smooth Gauss rolloff for AV<O.

PRIOR_MJDSIG = 10. ! Gauss prior on MJD at peak

PRIOR_LUMIPAR_RANGE = 0.7, 2.0 ! constrain DM15 in this rang e
PRIOR_LUMIPAR_SIGMA = 0.7, 2.0 ! Gauss roll-off sigma for DM 15 prior
INISTP_RV = xxx ! 0 => fix RV to INIVAL_RV

INIVAL_RV =22 !

INISTP_AV = xxx !0 => fix AV = INIVAL_AV in fit; else float

INIVAL_AV = XXX

INISTP_LUMIPAR = xxx ! 0 => fix DELTA to INIVAL_LUMIPAR; else float
INIVAL_LUMIPAR = xxx

Without a tuned ATLAS library (for gsl), th&NooPy generator is very slow such that a single light
curve fits takes several minutes. To speed up the genefag@NboPy model can be parameterized on
a three-dimensional grid (filter, epoahiM 15) using the GRID option from 84.27. This grid is specified
by the GRIDFILE keyword in theSNooPY.INFO file that resides in the same directory as the model
templates; both the simulation and fitter interpolate thels#er each set of parameters. Also note that
SNooPy returns a relative flux normalized to one at peak; the come® absolute magnitude is given
for each filter in theSNooPY.INFO file.
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9.4 SIMSED

A siMSED model contains a full sequence of spectra for each epochselTtmdels typically result
from specialized explosion-model codes such as FLASH, i&&dad Pheonix. Currently tr@MSED
model is used only in thENANAsimulation; implementation in the fitter may come later whieese
models are more reliable. EasihmMSED version resides in

$SNDATA_ROOT/models/SIMSED

and contains a sequence of SEDs corresponding to paranteedescribe the explosion model. The
parameters are quantities such as Ni-56 mass, viewing akgkgic energy, and extinction. The only
limit to the number of parameters (and SEDS) is the amounteshory on your computer.

EachsIMSED version contains aSED.INFO file specifying the list of parameter names, and the
parameter values for each SED. An example o8BD.INFO file is as follows:

NPAR: 5

PARNAMES: MNI COSANGLE MBSED DM15SED TEXPL

SED: GCD2D_Ni0.47_Pre80_1.SED 0.47 -0.967 -18.350 0.571 - 21.628
SED: GCD2D_Ni0.47_Pre80_8.SED 0.47 -0.500 -18.413 0.574 - 20.977
etc ...

Users must prepare tI8ED.INFO file and the SED$? as there is no standa8NANAcode for this task.

To simulate asiIMSED model, the distribution for each parameter must be spedfiiite sim-input
file as follows,

SIMSED_PARAM:  MNI # mass of Ni56
GENMEAN_MNI: 0.9 # mean of bifurcated Gaussian
GENRANGE_MNI: 0.47 1.26 # generation range
GENSIGMA_MNI: 0.4 0.25 # bifurcated Gaussian

SIMSED_GRIDONLY: COSANGLE # cosine of viewing angle
GENMEAN_COSANGLE: 0

GENRANGE_COSANGLE: -0.96 0.96

GENSIGMA_COSANGLE: 1.E7 1.E7 # large sigmas => flat distrib ution

SIMSED_PATH_BINARY:  <path for flux-table binary file>

You need to specify only those parameters that are used igeaheration. For th&€IMSED PARAM
keyword, the simulation will interpolate magnitudes as action of the explosion-model parameter,
resulting in a continuous distribution of the specified lsated Gaussian. For tI#MSED_GRIDONLY
keyword, only values at the grid nodes are generated. GRIBDONLYoption may be useful in cases

14The SED format is : epoch(days) wavelength(A) flux(ergitsth).
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where an integer flag specifies a random ignition point, aedeflore continuous interpolation makes
no sense. Also note that for ti&RIDONLYoption, the specified bi-Gaussian distribution is respcte
each randomly chosen parameter is 'snapped’ to the neardstajue. Un-specified parameters are
treated as “baggage” parameters. These parameters aredgnahe generation, but the interpolated
values are computed and stored along with the other parasnete

To step through each grid-value sequentially,

SIMSED_GRIDONLY: SEQUENTIAL # sequential generation of gr id values

and there is no need to specify parameter names or theifbdistm parameters. The first generated
SN uses the first SED on the grid, the second SN uses the sealug] gtc. The number of generated
SNe is internally set to be the number of SEDs.

All SIMSED parameters (“baggage” and for generation) arm@atically included in the fitres
ntuple and in th&IMGEN_DUMRst (84.25.3). If you specify a SIMSED parameter in 8i8IGEN_DUMP
list the simulation will abort.

A binary flux-table (see below) is created in your currenediory by default. Since these binary
files can be quite large, there are two ways to specify a sepdnaectory. The first method is to set
the optional sim-input kegIMSED_PATH_BINARYas illustrated above. The second method is to define
an environment variablesétenv SIMSED _PATH_BINARY <myPath> .” If both methods are used, the
environment variable takes priority.

There are two internal binary files to speed up the initizicra In principle this all works behind
the scenes, but it is explained here in case there are prebl€he initialization takes about 1 second
per SED, and will be rather annoying if/when there are 100'4@0’s of SEDs to initialize. About
half the time is reading the SED text files, and the other lsaffgent doing all the flux-integrals as a
function of passband, redshift, Trest, and SED surface. fifbetime that a newsIMSED version is
simulated, the initialization will be slow, but two binaryes are created to speed up future runs. The
first binary file contains the SEDSED.BINARY), and it is stored in the same versian/) directory as
the SED text files, SNDATA_ROOT/models/SIMSED/VVV. This SED.BINARY file will be automatically
used by anysNANAuser who specifies thévVversion.

The second binary file is the flux-integral table, and thisifilstored either in your local directory
(default) or the directory specified ISfMSED_PATH_BINARY The reason for storing in a user-specified
directory is that the flux integrals depend on the survey dtetd| and therefore this file is specific to
your analysis. The validity of each binary file is verifiedamally; if there is an inconsistency between
the two binary files and/or the requested survey paramdtessimulation will abort and recommend
removing the old binary file(s) so that new ones can be credtesiimilar abort will occur if the user’s
binary flux-integral table has a time-stamp that is earl@mtthe SIMSED model or earlier than the
K-cor file used to define the primary reference and filter tnaissions.

If you are having problems with the binary files and just wani$e the text files, the use of binary
files can be switched off with

snlc_sim.exe mysim.input SIMSED_USE_BINARY 0
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10 sALT-11 Programs

10.1 Computing Distance Moduli from SALT-11 fits: SALT2mu

While thesnlc_fit.exe program includes theALT-1I model, the output does not include distance
moduli. A separate program calle8ALT2mU reads the text-output afnlc_fit.exe , fits for a and

3, and computes a cosmology-independent distance modulesaéb SN. An overview of the method
is given in [10], a sample input file is in

$SNDATA_ROOT/analysis/sample_input_files/SALT2/SALT 2mu.default

and a description of all input-file options are given at thedbthe code i$SNANA_DIR/src/SALT2mu.c

10.2 SALT-II Training Scripts
Scripts are&SNANA_DIR/util/SALT2train_* ; more on this later after the paper is submitted.
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11 Cosmology Fitters

There are currently two cosmology fitters available. Fistfit.exe , which fits forw andQp assum-

ing a flat universe. Typing the&fit.exe  command with no arguments lists the options. The BAO and
CMB priors are currently hard-wired, but a more flexible metho specify priors may be added later.
An example command is as follows,

wiit.exe <fitresFile> -zmin .02 -zerr .001 -snrms .15 -bao - cmb

which specifies using SNe with> 0.02, adding a peculiar-velocity uncertainty of 300 km/s, (ite
“zerr " arg is vpec/c), adding an anomalous distance-uncertainty of 0.15 msmgng$ ” arg), and using
the BAO & CMB priors. Peculiar-velocity covariances can disoused as explained below in 811.1.

The second prograrncosmo_mcmec.exe , is a more general cosmology fitter based on Monte Carlo
Markov chains. This fitter handles more diverse cosmologigsh as time-dependewtand non-zero
curvature. Sample inputs files are in

$SNDATA_ROOT/analysis/sample_input_files/sncosmo_mc mc/

Both of these cosmology fitters read self-documented “fitfidss (812.1.1) that contain a redshift,
distance modulus and survey index (other parameters inttls file are ignored).

The above cosmology fitters do not yet work on g 7-11 output since this light curve fitter does
not produce a distance modulus. There are currentyNANAprograms that process tlsaLT-11 fitres-
output, but one can use the originaubblefit " program (from Guy 2007) on th8NANAresults if
you use this namelist option in the light curve fitter:

SALT2_DICTFILE = 'myoutput.dictfile’

Recall thathubblefit ~ performs a simultaneous fit for the cosmological paramesersvell as for SN
properties &, 3, M). There is currently some development on new techniquesxfimacting cosmolog-
ical results from thesALT-11 light curve fits.
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11.1 Peculiar Velocity Covariances

Thewfitexe  program has an option to account for peculiar velocity datrens SNANA v8_10and
later). First prepare a file with the following syntax

COV: SN1 SN2 MUCOVAR(12)
COV: SN1 SN3 MUCOVAR(13)
COV: SN1 SN4 MUCOVAR(14)
etc ...

whereSN# are the SN names used in the analysis (i.e, that appear intrégffle), andMUCOVAR(i))
are the covariances between the distance moduli, with ahitsagf. Only off-diagonal terms from this
file are used; diagonal terms are specified from-teg and-snrms options. The syntax is

wfit.exe <fitresFile> -mucovar <mucovarFile> <other opti ons>

where ‘mucovarFile " is the name of the file specifying the off-diagonal covades. Thenfit.exe

program will first check your current directory for this filénot therewfit will check the public area,
$SNDATA_ROQMmodels/mucovar/ . The covariances for the nearby sample have been computed by
the authors in [11], and these are available in

$SNDATA_ROOT/models/mucovar/Hui_LOWZ_mucovar.dat

The minimization function is given by?® = y;;[A\V;; 'Aj] — B?/C,'> wherea; = pfata— ymodelis
the distance-modulus residual for thk SN,\/”-‘1 is the inverse of the covariance matrix, and the term

B2/C accounts for the analytic marginalization oy as discussed in Appendix A of [12]. Theand
C parameters are

B = Y@/oh) — Y (VY (17)

I N
C = Syof — SV, (18)
I ]

where g; is the diagonal-uncertainty on the distance modulus. Theessions left of the arrows
(Egs. 17-18) are from [12], while the expressions right of #irrows show thevfit  implementa-
tion that accounts for the off-diagonal covariance terntse B2 /C term is equivalent to re-minimizing
with the weighted-average distance-modulus residualacietd from each distance-modulus residual;
A — N— <A>.

SWe leave out the constant term@y 2m).

95



12 Miscellaneous Tools and Features

12.1 Analysis Variables, Fitres files and Ntuples
12.1.1 Combining “Fitres” Files: combine_fitres.exe

As discussed in 85.2, the fit results are written to a selfuduented “fitres” file. The simulation
can also be used to dump generated variables into a file watlsdlme format (84.25.3). The util-
ity combine_fitres.exe is useful to combine, or merge, multiple fitres files contagninformation
about the same SNe. Note that fitres files with different SNebeacombined by simply using the unix
“cat” command.

As an example, consider the following fitres files generateohfdifferent light curve fitters:

> more mics.fitres

NVAR: 2

VARNAMES: Z DLMAG

SN: 50001 0.1576 39.475
SN: 50002 0.2030 40.291

> more salt2.fitres

NVAR: 2

VARNAMES: x1 c

SN: 50001 -2.343 0.013
SN: 50002 0.893 0.235

> combine_fitres.exe mics.fitres salt2.fitres

> more combine_fitres.txt

NVAR: 5
VARNAMES: CID Z DLMAG x1 c
SN: 50001  0.157600001 39.4749985 -2.34299994 0.013000000 3

SN: 50002  0.202999994 40.2910004 0.893000007 0.234999999

Note that although the SN candidate id (CID) is required atfter“SN:” keyword, it is optional to
specifyCID in the VARNAME$st.

Fitres files with the same variable names can also be combifexisecond repeated variable gets a
“2” appended to the variable name, the third repeated vierigéts a “3” appended, etc ... For example,
consider twdVILCS2k2fits with slightly different options,
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> more mics.fitres

NVAR: 2

VARNAMES: Z DLMAG

SN: 50001 0.1576 39.475
SN: 50002 0.2030 40.291

> more mics_test.fitres

NVAR: 2

VARNAMES: Z DLMAG

SN: 50001 0.1576 39.829
SN: 50002 0.2030 40.443

> combine_fitres.exe mlcs.fitres mics_test.fitres

> more combine_fitres.txt

NVAR: 5

VARNAMES: CID Z DLMAG Z2 DLMAG2

SN: 50001 0.157600001 39.4749985 0.157600001 39.8289986
SN: 50002 0.202999994 40.2910004 0.202999994 40.4430008

Up to ten fitres files can be merged together. If there are SNieeisecond (3rd, 4th...) fitres file that
are not in the first fitres file, then the these SNe will be igdoré there are SNe in the first fitres file
that are not in the other fitres files, then values-&99 are stored for the missing SNe. In addition to

creating a merged fitres file, a merged ntuple fil@mbine_fitres.tup ) is also created. This ntuple
can be analyzed witRAWor root .
The default prefix for the output files is6mbine_fitres  .” This default can be changed using the
argumentoutprefix
> combine_fitres.exe mics.fitres mlcs_test.fitres -outp refix mlcs

which produces the filegnlcs.tup * and 'mics.txt

12.1.2 Ntuple«~ Fitres Format: ntprint.pl and ntdump.pl

In addition to the fitres file output from the light curve fittéhere are also ntuples with much more

extensive information about each SN. If you are familiah#&Wyou can immediately analyze ntuples

7788 and 7799. If you are not familiar wiPAW and are not in the mood to learn, you can extract
interesting variables into a “fitres-formatted” text-filEhe first step is to get a list of available variable

using thentprint  ultility:

> ntprint.pl  snfit.his 7788
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Hopefully the meaning of each variable is obvious; if notuyaill need to ask or look at the source
code. Next, create a file containing the names of the vagahkt you want to extract; for example,

> more MYVAR.LIST
CID SNRMAX_g SNRMAX_r
SNRMAX_i

The first variablenustbe CID, and the variable names can be separated by blank spates carriage
returns. You can also use upper and/or lower case since ttherlyimng extraction routine is case-
insensitive. Finally, to extract the above variables frév ntuple into a text file,

> ntdump.pl snfithis 7788 MYVAR.LIST HEADER
or

> ntdump.pl snfithis 7788 'SNRMAX_g SNRMAX_r SNRMAX_i HE  ADER
or

> ntdump.pl snfithis 7788 MYVAR.LIST

The first command gives an output file in the self-documenteesfiformat; i.e, with theN\VARand
VARNAME®eader. The second command does the same thing, but passegleit list of variables

in quote rather than passing a file-name. Note that if onlywamiable is listed in quotes, a blank space
is needed: 'SNRMAX_g’. The 3rd command leaves outtiEADERoption, so that the output file has
no header and n8Nkeywords. You can get help with both utilities by typing

> more $SNANA_DIR/util/ntprint.pl
> more $SNANA_DIR/util/ntdump.pl

12.1.3 Appending Variables to the Standard Fitres Output:ntappend2fitres.pl

If you set the&FITINP namelist variablé-ITRES_DMPFILE, you will get a standard subset of variables
that are adequate for a typical cosmology fitter. Howevestdhmay be more sophisticated programs
that require additional information, such as covarianeegr-flags, S/N ratios, etc ... Your fitres file
can be appended with an arbitrary set of variables storeddaritres ntuple (ntid 7788) or from any
other ntuple. The utility script runs as follows,

ntappend2fitres.pl myappend.input
or
ntappend2fitres.pl myappend.input DUMP

where the input file contains the relevant input informatidhe DUMPoption prints a list of all available
variables to choose from; you may have to search to code totlfi@dexact definition. See top of
$SNANA_DIR/util/ntappend2fitres.pl for instructions on filling out the input file.
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12.1.4 Extract Value from Fitres File: get_fitresValue.pl
See instructions at top 8SNANA_DIR/util/get_fitresValue.pl

12.2 General Misc. Tools
12.2.1 Command-line Overrides

The simulation and light curve fitter described in the sexiabove are each driven by an input file that
specifies instructions and parameters. For convenierigapat-file parameters can be specified on the
command line. For example, if you have

GENMODEL: mlcs2k2.v006
GENTAU_AV: 0.35

in your simulation-input file, you can override these ops@mn the command-line without editing the
input file:

snlc_sim.exe mysim.input GENMODEL mlcs2k2.v007 GENTAU_A V 0.45

These command-line overrides are useful for quick testamgl for writing wrappers that do many
analysis variations without creating a new input file fortepb. An invalid or unrecognized command-
line option results in an immediate abort. The commandéipons are printed to stdout, and therefore
if you pipe your job to a log-file, you can rerun the same joboaglas you have the original input file.

12.2.2 Synchronizing/Updating Survey Files: survey upda.pl

Collaborators within a survey who are working on differentnguter systems can keep files synchro-
nized using the scriptSNANA_DIR/util/survey_update.pl . See usage instructions at the top of
the script. The basic idea is that a survey expert uses tha str'‘create tarball” mode to create a
tarball containing filter transmission files, K-correctiables and data version(s). This tarball is then
distributed among collaborators who use the same scriphstéll” mode.

12.2.3 Bug-Catcher: theSNANA tester Script

To help verify that theSNANAcode delivers the same results with each new version, tsesetest-
ing utility, SNANA tester.cmd (no arguments), that runs a pre-defined list of jobs with tufeicbnt
versions ofSNANA and reports discrepancies. Typically this script is rust joefore releasing a new
SNANAversion, but users may want to run this script on other ptaté The goal is to catch and fix
unanticipated changes (i.e, bugs) before releasing eaglSN&NAversion. The top-level instruction
file is here,

$SNDATA_ROOT/SNANA_TESTS/SNANA_TESTS.LIST
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which specifies a series of test-jobs, input files, and laggdrsing instructions to extract results to
compare betweeBNANAversions. Thé&SNANA tester.cmd  script is written for the Fermilab ups prod-
uct system; on other platforms, script modifications will iieeded to setup the correct versions of
SNANA Users who use a particular featureSNANAshould check if the current test-jobs provide ade-
guate protection; if not, you may request additional tebsj

12.2.4 Data Backup/Archival: backup_SNDATA version.cmd

A data version can be archived with
backup_SNDATA version.cmd MYVERSION

which creates a tarball-backup in
$SNDATA_ROOT/Icmerge/archive/MYVERSION_[yyy]-[mm]-[ dd].tar.gz

where[yyyy]-[mm]-[dd] is the year, month and day. This script is useful to backupvdynmade
data version, archive a version used in a publication, ortalsa data version to a collaborator. In
general th&SNDATA_ROOdisk is not backup up, so to have a truly protected backup yed o either
(1) backupbSNDATA _ROOQ®r (2) copy the tarball-backup to another storage device.

12.2.5 K-correction Dump Utility: kcordump.exe

The K-correction tables are storedHBOOHKiles, and accessing this information can be tricky even for
those familiar withPAW The utility kcordump.exe can be used to check a K-correction value for spe-
cific filter, epoch, and primary reference. If you tykmrdump.exe with no arguments, the program
will ask you for all needed arguments. You can also use comdrfiar arguments, as illustrated here
for SNLSKgy at peak az = 0.28:

> kcordump.exe HFILE_KCOR Hsiao/kcor_SNLS_Bessell90 VE GA.his \\
FILT_ OBS g FILT REST U Z .28 TREST 0.

The dump utility checks your current directory an8NDATA_ROQKcor for the existence of the K-
correction file (argument dfiFILE_KCOR. All K-correction dumps are done with no spectral warping.
To see K-corrections with warping, generate simulated SiNand scroll through the data files for
symbols containing KCOR and “WARP The slight disadvantage with using the simulation to éec
K-corrections is that you cannot specify which K-correaido check, but you can only compare to
whatever the simulation generates.
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12.3 Misc. Simulation Tools
12.3.1 Simulate la/non-la mix:sim_SNmix.pl

See instructions at top ofSBIDATA_ROOT/util/sim_SNmix.pl . In addition to simulating a mix of
la and non-la SNe, this script can also be used to generatglaidets of simulations with different
sim-options. An optional list of computing nodes can be usegarallel processing.

12.3.2 Co-AddingSIMLIB Observations on Same Nightsimlib_coadd.exe

If a survey takes many exposures per filter in one night, tkaltiag SIMLIB can be quite large, and
there may be no benefit to simulating each exposure withiglatnSince one typically combines these
exposures into a single co-added exposure, there is g utliranslate &IMLIB so that there is just
one effective co-added exposure per filter per night,

> simlib_coadd.exe MYSURVEY.SIMLIB

which produces an outp@®MLIB calledMYSURVEY.SIMLIB.COADD. By default, observations within
0.4 days are combined into a single co-added observatidmatdaast three observations are required to
keep a sequence of observations (i.elD ). The CCD noise, sky-noise and zeropoint are calculated
to reflect a single co-added exposure as follows,

ZPT(COADD) = 2.5logy, [Z 10(0-4'ZPTi)] NOISE(COADD) = |5 NOISE; , (19)
| |

wherei is the exposure index. The co-added PSF is simply the averatie PSF values from the
individual exposures.

There are additional options to change the requirement @emiimimum number of observations,
to change the time-separation for co-adding, and to deberrthe Milky Way Galactic extinction
(MWEBYV) from [7],

> simlib_coadd.exe MYSURVEY.SIMLIB MWEBV --TDIF .2 --MINO BS 5

When the “MWEBYV” option is used, observation sequences with MBVE 2 are rejected. Read top
of $SNANA_DIRsrc/simlib_coadd.c for additional options.

12.3.3 Preparing Non-la Templates for the Simulation

... coming soon ...

12.3.4 Fudging Simulated Errors and Signal-to-Noise RatioS/N)

Errors andS/N can be fudged in both the simulation and the fitting progradese is a list ofSNANA
“fudge-options” starting with the simulation.
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# options to adjust exposure time (affects both SN flux and sk y noise)

EXPOSURE_TIME: 20 # increase all exposure times by 20
EXPOSURE_TIME_FILTER: g 20  # increase g exposure by 20
FUDGESHIFT _ZPT: -3.0 # reduce ZPT by 3 mags

# options to increase SKY-noise while leaving SN flux unchan ged
FUDGESCALE_PSF: 2 # increase PSF

FUDGESCALE_SKYNOISE: 3 # increases SKYNOISE (note that SKY  *= 3"2)

# force nearest-peak S/N = 25 at all redshifts:
FUDGE_SNRMAX: 25 # adjust exposure time
FUDGE2_SNRMAX: 25 # adjust sky-noise only (don't change SN f lux)

There are three classes of error-fudging: (1) adjust exgosme to change both the SN flux and
sky-noise, (2) increase the sky-noise while leaving the 8k dihchanged, and (3) force nearest-peak
S/N to be the same fixed value at all redshiflUDGE2_SNRMA useful for setting a nearly fixed
error at all epochs, in contrast to a fixed mag-error. For lopions to fix the nearest-pe&KN ratio,

the simulation processes each SN twice. The first iteragamone with nominal conditions and the
resultingSNRMA¥ is used to calculate conditions for the second iterationfirey SNR to be the
i'th-iteration S/N where SNR is the requesteBUDGE[2]_SNRMAXvalue, and® = SNR,/SNRy, the
zeropoint and sky-noise are modified for each passband isett@nd iteration as follows:

FUDGE_SNRMAX : ZPT,—ZPT; = 5log(R) (20)
FUDGE_SNRMAX : Osky2/Osky1 = R (21)
FUDGE2 SNRMAX: ZPT,—ZPTy = O (22)

FUDGE2_SNRMAX : Osky2/Oskyl = \/ [ (1/SNRy)2—1/Fsn] / [ (1/SNRy)2—1/Fsn] (23)

whereFsy is the SN flux (photoelectrons) at the epoch with the maxin8/i.

16SNRMAXs the maximuns/N ratio among all observations within a passhand.
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12.4 Misc. Fitting Tools
12.4.1 Fit Multiple Samples with Multiple Fit-Options: split_and_fit.pl
See instructions at top ofSBIANA_DIR/util/split_and_fit.pl . This script allows fitting a matrix

of multiple versions and multiple fit-options. A list of naglallows for parallel processing, and the
outputs are automatically merged when the fitting jobs hanrsted.

12.4.2 Analyzing Residuals from Lightcurve Fits

There are two utilities to analyze residual from a lightaufit:

mkfitplots.pl --h <hisFile> RESIDS
dump_|cfitOutliers.pl <hisFile> <Nsigma>

The first command generates plots of the normalized resdiBl/o whereAF = Fyata— Fmodes and
also plotsAF /o vs. logo(SNR). Separate plots are made for each observer-frame passhdred.
second command dumps out a text-file of outlier observafimmshich the data lie more thaxsigma o
from the best-fit model. The format of the outlier text-filesisch that entries can be pasted directly into
the IGNORE file for those observations that should be ignarede analysis.

12.4.3 Extracting Light Curves into ASCII Formatted Files

For both thesnana.exe andsnic_fit.exe programs, the fluxes and best-fit model can be dumped
into an ASCII text file with the &SNLCINP namelist option

LDMP_SNFLUX = T

This option creates a master fil8SURVEY.LIST” and aFLUXFILE for each filter for each SNID. The
master file contains the name of each SNID, its redshift anst @f FLUXFILEs. The format of the
FLUXFILE is

Tobs  FLUXCAL FLUXCAL_ERR  DATAFLAG

whereTobs is the time relate to peak brightness§UXCALandFLUXCAL_ERRare the calibrated flux and
error, andDATAFLAGSs one for data and zero for the best-fit model.
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12.4.4 Translating SNDATA files into SALT-1I Format

Thesnana.exe program can convei¥NANAformatted data (or simulation) files in®ALT-11 format
needed to run the original (GuyOZALT-11 fitter code and theALT-11 training code. A sample namelist
is as follows:

&SNLCINP
VERSION_PHOTOMETRY = 'SDSS_HOLTZ08'
OPT_REFORMAT SALT2 = 2
REFORMAT _KEYS = '@INSTRUMENT SLOAN @MAGSYS AB’
SNFIELD_LIST = '82N' , '82S
cutwin_cid = 0, 100000
&END

Note thatOPT_REFORMAT_SALT248 for the newesALT-1I format with one file per SNsfifit ~ version
2.3.0 and higher), whil®PT_REFORMAT_SALT2=is for the original format with one file per passband.

12.4.5 Translating TEXT data-files into FITS Format

For relatively large data samples, reading text files candmeesvhat slow. A more efficient storage
mechanism uses FITS format. TEXT-formatted data files catrdreslated into FITS format using
snana.exe and an input file with the following,

&SNLCINP
VERSION_PHOTOMETRY = 'MYSURVEY_TEXT
VERSION_REFORMAT_FITS = 'MYSURVEY’

&END

This translation should be used only for data since the sitimul is written in FITS format by default.
The intermediate TEXT-format can be skipped by writing youm C code that fills th&NDATA

structure irsndata.n  and makes calls to functionssnfitsio.c . FollowWRFLAG_FITSn snlc_sim.c

for details.

12.4.6 Fudging Fitting Errors

For thesnlc_fit.exe fitting program there are tHeUDGE_FITTER_XXXparameters described in detail
in 85.13. The other fudge-option is t&GEITINP namelist variable

FUDGE_MAGERR_MODEL = 0.1 # fix model mag-error in fitter

which replaces all model errors with 0.1 mag model-errovatgepoch.
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12.5 Misc.sIMSED Utilities
12.5.1 sIMSED Spectrum Extraction: SIMSED_extractSpec.exe

For asiMSED model, the progranSIMSED_extractSpec.exe  can be use to extract a single spec-
trum for a particularsiMSED model version, epoch, and set of parameter values corrdsppto the
PARNAME® the SED.INFO file. The current program uses the parameter values o8EBdNFO grid
that are closest to the user-specified parameters; a fuausgon may interpolate for better accuracy.
See usage instructions at top&&NANA_DIR/src/SIMSED_extractSpec.c

12.5.2 siMSeDFudge Afterburner: SIMSED_fudge.exe

For a givensiMSED model (89.4), an arbitrary color law can be applied to geteeaanewsSIMSED
version. The program syntax is

SIMSED fudge.exe <inFile>
where an example input file is here:

$SNDATA_ROOT/analysis/sample_input_files/SIMSED/col orFudge.input

12.5.3 sIMSED Preparation for SNANA: SIMSED_prep.exe

Translate native format of SED model inrddlANAformat.
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13 SNANAUpdates

The SNANAsoftware is released in incremental versions, reflectingravements, new code, and bug
fixes. Users should periodically check for updated versidfsnail notices ttSNANA@FNAL.GO&8re
sent when there are significant changes. Users are encauxaggn up for theSNANAmailing list by
asking any co-author of the overview papanx{v:0908.4280 ). The SNANAmailing list can also be
used to ask for help, report bugs, suggest changes, etctail$ef each release can be found by doing

tail -100 $SNANA_DIR/doc/README_UPDATES

Users should develop an automated “download & setup” stoiasily maintain the most current
version of SNANA and to avoid getting trapped with an old or obsolete versibhe SNDATA_ROOT
tarball is updated less frequentlREADME_UPDATE®ill indicate if and why a newSNDATA_ROOTs
needed.

This manual (8NANA_DIRdoc/snana_manual.pdf ) is updated mostly in response to questions
from users. If you spot mistakes or obsolete informatiorhmmanual, please report it immediately !

14 Reporting Problems

Please don't hesitate to report software problems or obs@leorrect information in the manual. If
the problem is related to an abort or crash, please incluéebalt that contains the input file(s) and
data file(s) that reproduce the problem, as well as a log-fille the program’s screen-dump. Indicate
which SNANAversion was used, and try to isolate the problem in a single file to avoid sending
large numbers of data file8VARNING: if you don’t provide enough information to reprodu ce the
problem, we will not be able to provide assistance.

If the problem is related to processing simulated data fle=gse do the following. First, manually
create a special version call&iM_DEBUGthat resides irSNDATA_ROOT/SIM/SIM_DEBUGCopy the
relevant data file(s) that cause the problem, such as unepabort or crazy fitted values. In the same
directory, manually create the needed auxiliary files dev:

touch SIM_DEBUG.README
touch SIM_DEBUG.IGNORE
Is *DAT >! SIM_DEBUG.LIST

Finally, send this directory, along with the needed inpu@sfito one of the developers.
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